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#### Abstract

Tidal flushing characteristics of Marina del Rey have been investigated by computer simulation. Because of the special geometry of Marina del Rey which can be approximated by one-dimensional segments; the model developed by Fischer (1970) is used for the simulation process.

Individual elements of fluid are followed as they move along onedimensional channels in response to flows generated by tidal fluctuations. A mass-conservation equation is used with tidal data to compute tidal flows. Dispersion of pollutants between fluid elements is calculated using a modified Elder's equation for dispersion in wide open-channel flow. (Dispersion coefficients obtained range from 2.3 sq. ft. /sec. to $44 \mathrm{sq} . \mathrm{ft}, / \mathrm{sec}$.) Time proceeds in a series of finite steps, each of which has a convective part and a dispersive part. Data for the program is provided from tide recordings made at various points in the marina.

The results show comparitive flushing characteristics for pollutants discharged at various locations in Marina del Rey. The most striking characteristic of the marina is its sensitivity to variations in locations and time of pollutant injections.

Two main conclusions were reached. The main channel has a great deal more flushing activity than the basins. The timing of pol-


lutant injections relative to tidal phases is very important in determining what percentage of material will be flushed out in a given time. Pollutants injected during a high tide experience much more flushing than when injected at low tide.
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## I. INTRODUCTION

## I. 1 Backg round

The natural harbors formed by bays and estuariea generally give rise to adjacent centers of population and industry. The industrial and public works facilities in such areas place a heavy effluent load on these water bodies.

Water movement in a semi-enclosed basin, such as an estuary, is constrained by the physical boundaries of the basin. Pollutant concentration buildup can occur more rapidly in an estuary than is the case along a straight, featureless coastline, or in the open sea. We may conclude that bays and estuaries are the salt water bodies most easily degraded by the activities of man.

Recent concern with preserving or improving the quality of the water resources has precipitated a need for their intelligent management and regulation. The management function is difficult since any water body is subject to conflicting usea (i, e. use for one purpose may limit or exclude use for another), each of which has socio-economic benefit. Regulatory agencies must decide which use or combination of uses will devolve the greatest benefits to the most people.

Processes affecting water quality (physical, chemical and biological) are extremely complex and not fully understood, even for
simple geometry. These are the processes upon which management decisions must be based. It is evident that water-quality authorities must have tools available to assist them in making sound management decisions. The primary tool is the water quality model.

The application of water quality models has been shown to be a powerful technique in water resources management (Orlob, et. al., 1969). Models can incorporate the complexities of the processes affecting a water body in a form simplified sufficiently to permit tractability for management use. Models provide a diagnostic and quasi-predictive capability. This capability (which is quasipredictive since, in most cases, dispersion coefficients and water depths due to tides and seiches must be measured in the prototype) may be used to evaluate proposed changes in the geometry of the water body, its inputs or its uses.

There are two basic aspects to the simulation of estuarine processes. The first is hydrodynamic modeling, which uses entrance tide data to compute currents and water levels in the estuary. The second is water quality modeling which simulates the temporal and spatial changes in pollutant concentrations due to convection, dispersion and sources and sinks. A predictive water qaality model uses the results of a hydrodynamic model and calculated dispersion coefficients as input data. Calculated dispersion coefficients have historically been one or more orders of magnitude too small
(Fischer, 1966). A quasipredictive water quality model uses the results from a hydrodynamic model or from tide-seiche measurements, and measured dispersion coefficients as inputs.

Two classes of problems face an engineer concerned with the tidal flushing of estuaries:
1.) The development of an equation, computer program or other model to predict the distribution and concentration resulting from the discharge of a pollutant into an existing estuary; or . . .
2.) Prediction of what will happen to such things as salinity intrusion and pollutant concentrations if the estuarine geometry or fresh water discharge are changed permanently.

The work reported herein is concerned with the first of the above mentioned wo cases: Formulation of quasi-predictive water quality model to predict the distribution and concentration resulting from the discharge of pollutants or storm drainage into Marina del Rey, California. This work is a part of an environmental study done at the request of the Los Angeles County Flood Control District and the Marina del Rey Small Craft Harbor Commission. These organizations neededinformation on the effects of the discharge of storm water drainage into the marine environment, in particular in marinas and harbors in Southern California region.

The design for Marina del Rey was completed in November, 1956. This was one of the first attempts to establish a large harbor for the protection of small, recreational craft with an entrance exposed to a severe wave climate. The U. S. Corps of Engineers project consists of two parallel rubble-mound jetty structures with an outlying rubble-mound breakwater, and a main channel approximately 10,000 feet long, 1000 feet wide, and 10 to 18 feet deep at mean lower low water (M. L. L. W.) extending to the inner basin complex. The harbor was constructed in a Los Angeles County owned marsh. The moles and perimeter lands are spoil material from the harbor excavation. The basin area is $10-15$ feet deep at mean lower low water. The perimeter of the marina consists of vertical faced bulkheads constructed of concrete sheet piles. The Ballona Creek Flood Control Channel is located immediately southeast of the marina entrance. Figure lillustrates the layout of the marina.

## 1. 2 Objective and Scope of Present Work

The objective of this study is to investigate the pollutant transport characteristics of Marina del Rey by computer simulation. Because of the special feature of the geometry of Marina del Rey which can be approximated by one-dimensional segments; the model developed by Fischer (1970) was used with certain minor modifications.

In Chapter II, previous work on estuary flushing models is surveyed. A general description and discussion of Fischer's one-


Figure 1. Plan view of Marina del Rey. Numbered data sites are shown.
dimensional model is presented in Chapter III. Work done at Marina del Rey in recording tides for use in the computer model is discussed in Chapter IV. Chapter V details the modeling of Marina del Rey. Results of computer simulation are presented in Chapter VI. Conclusions are stated in Chapter VII.

## II. LITERATURE SURVEY

## II. 1 Introduction

According to the most widely used definition, an estuary is a Berni-closed coastal body of water which has a free connection with the open sea (Pritchard, 1969). The water within the estuary is a non-homogeneous mixture of seawater and fresh runoff water. The fresh water overlies the saline water and the estuary is stratified, Estuaries undergo flushing due to the net seaward flow of fresh water, and due to the oscillatory currents associated with the tidal rise and fall of the water surface. Tidal currents are generally the dominant horizontal motions in estuaries, providing the turbulent energy for mixing. Bowden (1967) considers the primary parameters of circulation and diffusion in estuaries to be: physical dimensions, freshwater flow and tidal conditions.

It should be noted that Marina del Rey is not strictly an estuary as defined above. There is no measurable fresh water influx to the marina except for brief periods (a few days at most) during the winter and spring storms. Therefore the water in Marina del Rey may be considered to be vertically and horizontally homogeneous. This should be kept in mind during the following dis cussion.

Probably the earliest model of tidal tlushing was the tidal
prism used by Phelps and Velz (1933) to study pollution of New York Harbor. Since their assumption of complete mixing on each tide is incorrect, an improvement was suggested by Ketchum (1951) in which the estuary is divided into segments, each of which is assumed to be completely mixed. Ketchum's relatively crude method has been used to calculate flushing times as recently as 1970 (Ahrnsbak, 1971).

Since 1951 analysis of estuary pollution has developed primarily in the framework of diffusion and mass transfer theory. The major stepping stone for this development was the publication in 1953 of G. I. Taylor's work on the dispersion of matter in laminar flow through pipes. Taylor showed that dispersion was produced by diffusion across the pipe combined with a diametral variation in the velocity along it, caused by wall friction. He extended the theory (Taylor, 1954) to turbulent pipe flow showing that transverse mixing in this case is due to eddy diffusion in that direction.

## II. 2 Diffusion and Dispersion

The meaning of the terms convection, diffusion and dispersion in estuaries will now be discussed. Convection is the transport of a dis solved substance in a flow at the same velocity as the fluid at the point where the substance is located (i.e. following the flow streamlines). Transport associated with molecular action and with
turbulence is termed diffusion, while transport associated with the variation of velocity across the flow section is termed dispersion. Prior to 1969, the literature had never clearly defined the difference between these terms as they are used in fluid transport problems. The terms diffusion and dispersion have been used inter-changeably, and it is sometimes unclear which mechanism an author has in mind from the terminology he uses. Holley (1969) has proposed the following definitions. Diffusion is transport in a given direction at a point in the flow due to the difference between true convection in that direction and the time average of convection in that direction. Dispersion is transport in a given direction due to the difference between true convection in that direction and the spatial average of the convection in that direction. For a channel this average is over the channel cross-section.

Molecular diffusion is used only as a basis for analyzing turbulent diffusion by analogy. Its physical magnitude is small enough in comparison with turbulent diffusion that it may be neglected.

## II. 3 Continuum Models

Beginning with the basic ideas of Ketchum and of Taylor, Arons and Stommel (1951) developed a mixing length theory of tidal flushing. They proposed the use of the one-dimensional mass transfer equation in which each term is averaged over the tidal
period. A brief discussion of the derivation of the one-dimensional mass transfer equation follows.

The three dimensional turbulent mass transfer equation for a conservative substance (also referred to as the advection-diffusion equation), neglecting molecular diffusion, is: -

$$
\begin{align*}
\frac{\partial c}{\partial t} & +u \frac{\partial c}{\partial X}+v \frac{\partial c}{\partial y}+w \frac{\partial c}{\partial z} \\
& =\frac{\partial}{\partial x}\left(e_{x} \frac{\partial c}{\partial x}\right)+\frac{\partial}{\partial y}\left(e_{y} \frac{\partial c}{\partial y}\right)+\frac{\partial}{\partial z}\left(e_{z} \frac{\partial c}{\partial z}\right)+\Sigma S \tag{1}
\end{align*}
$$

where $u, v$ and $w$ are the time averaged lover a period short in comparison with the tidal period) velocity components associated with the turbulent flow; $c$ is the local concentration; $e_{x}, e_{y}, e_{z}$ are the turbulent diffusion coefficients; and $\Sigma S$ is the sum of sources and sinks. To obtain the one-dimensional simplification of equation (1), the transverse and vertical velocities, $v$ and $w$ respectively, are assumed to be zero. The longitudinal velocity, $u$, is averaged over the channel cross-section to get the average velocity $U$. The local concentration $c$ is averaged over the channel cross-section to get the average concentration $C$. After simplification, the one-dimensional equation is written:

$$
\begin{equation*}
\frac{1}{A} \frac{\lambda}{\lambda} t(A C)+\frac{1}{A} \frac{\partial}{\partial x}(A U C)-\frac{1}{A} \frac{\lambda}{\lambda x}\left(A E \frac{\partial C}{\lambda x}\right)=\frac{1}{A} \frac{\lambda}{\lambda x}\left(A \bar{e} \frac{\lambda C}{x} \frac{\lambda}{\lambda}\right)+\Sigma S \tag{2}
\end{equation*}
$$

The reader interested in a rigorous derivation is referred to Okubo (1964) or to Holley and Harleman (1965). The negative term on the
left side of equation (2) is the longitudinal dispersion term, and $E$ is the dispersion coefficient. The quantity $\bar{e}_{x}$ is the spatial average of the turbulent diffusion coefficient. Taylor (1954) has shown that $E$ is more than two orders of magnitude larger than $\overline{\mathbf{e}}_{\mathbf{x}}$. It is convenient to add the two coefficients and refer to the sum as the longitudinal dispersion coefficient, $\mathrm{E}_{\mathrm{L}}$ :

$$
E_{L}=E+\bar{e}_{\mathbf{x}}
$$

Equation (2) then becomes:

$$
\begin{equation*}
\frac{1}{A} \frac{\partial}{\partial t}(A C)+\frac{1}{A} \frac{A}{\lambda x}(A U C)=\frac{1}{A} \frac{\partial}{\lambda x}\left(A E_{L} \frac{\partial C}{\partial x}\right)+\Sigma S \tag{3}
\end{equation*}
$$

This is the most general form of the one-dimensional mass transfer equation for a channel of variable cross - ection.

The continuity equation for a variable area estuary with no tributary flow and no stagnant flow regions is written.

$$
\begin{equation*}
\frac{\partial A}{\partial t}+\frac{\lambda}{\lambda x}(A U)=0 \tag{4}
\end{equation*}
$$

After expanding the left side of (3) and using (4) to simplify,

$$
\begin{equation*}
\frac{\partial C}{\partial t}+u \frac{\partial C}{\partial x}=\frac{1}{A} \frac{\partial}{\partial x}\left(A E L \frac{\partial C}{\partial x}\right)+\Sigma s \tag{5}
\end{equation*}
$$

is obtained. This is the form of the one-dimensional mass transfer equation that is usually treated in the literature. It must be noted that Okubo's derivation assumed a channel of constant cross-section. Theoretically, equation (4) is strictly limited to the case of a onedimensional channel deep enough to minimize tidal effects on the cross-sectional area.

All simplified models such as equation (4) involve some averag ing process which yields two terms describing pollutant transport. The second term on the left is the net convective term, and the first term on the right is the longitudinal dispersion term, which lumps together the remaining effects of averaging. Fischer (1970) has referred to this term as containing the "garbage coefficient," ( $E_{L}$ ) meaning that it includes all effects not otherwise accounted for. Those models (i.e. two and three-dimensional models) that specify more details of convection require smaller "garbage coefficients" because less averaging of convection is included in the coefficient.

Arons and Stommel (1951) used a form of equation (5) where each term is averaged over a tidal period. The time-averaged mass transfer equation is:

$$
\begin{equation*}
\frac{\lambda \bar{C}}{\partial t}+U_{f} \frac{\partial \bar{C}}{\partial x}=\frac{1}{A} \frac{\partial}{\lambda x}\left(A E_{L} \frac{\lambda \bar{C}}{\lambda x}\right)+\Sigma \bar{S} . \tag{6}
\end{equation*}
$$

where $\bar{C}$ is the concentration averaged over one tidal period, $U_{f}$ is the non-tidal advective velocity duc to freshwater inflow, and $\bar{E}_{L}$ is the time averaged longitudinal dispersion coefficient. $\overline{\mathrm{A}}$ is the time averaged cross-sectional area, and the source and sink terms are also time averaged. Stommel (1953) used a steady state form of equation (6) in finite difference form to determine $\bar{E}_{L}$ as a function of $x$ from measurements of salinity in the Severn Estuary. He then calculated longitudinal concentration distributions for a pollutant introduced at an arbitrary section of the estuary.

A mathematical model based on a different non-tidal advective concept has been developed by O'Connor (1965). Hia model applies to instantaneous concentration distributions at slack tide conditions rather than to concentrations averaged over a tidal period. The model, which has the same form as equation (5), is called the slack tide approximation, O'Connor obtained analytic solutions for instantaneous or continuous injection of a pollutant for both constant and variable area estuaries.

Although the two non-tidal advection concepts have governing equations that appear to be identical, the longitudinal dispersion coefficients for the two models have different magnitudes. The serious disadvantage of the non-tidal models is that the dispersion coefficients for the particular reach under consideration must be determined experimentally. This is an expensive and time consuming procedure involving dye injection and observation in the field.

The ease of analysis of models based on non-tidal advective concepts led to their development before large, powerful computers became widely available. The analytic simplifications gained by ignoring tidal motion are more than offset by the difficulties of determining an appropriate dispersion coefficient. For this reason, recent emphasis has been on the development of real time onedimensional models, where the governing equation is averaged over the channel cross-section, but not over time.

## II, 4 Computer Models

The advent of the large, high-speed digital computer has allowed the use of real time models in complex geometries. These generally use finite-difference techniques to solve the one-dimensional equation (5). The first real-time formulation that the writer is aware of is that of Thomann (1963). He used network theory to compute dissolved oxygen distributions in an estuary. Although possible on a digital computer, his solutions were intended to be carried out on an analog machine.

Bella and Dobbins (1968) have performed finite difference calculations for biochemical-oxygen-demand and dissolved-oxygen profiles in the uniform density region of a hypothetical constant-area estuary having a sinusoidal tide. Their results were compared with solutions obtained from the steady-state, non-tidal advective mass tranafer equations, Dornheim and Woolhiser (1968) developed a finite-difference scheme for a hypothetical estuary with a crosssectional area which varies as a linear function of $x$ and which is subject to a sinusoidal tide. In both of the above investigations the numerical values of the real-time dispersion coefficients were arbitrarily assigned. In other words, the relation between the mag nitude of the dispersion coefficient and the tidal motion was not considered. Shubinski et al (1965) and Orlob et al (1969) have considered water quality problems in the San Fransisco Bay and the

Sacremento-San Joaquin Delta area. The computational scheme consists of a link-node network of uniform flow chanmels. The realtime finite difference model considers tidal advection and dispersion in the uniform channel links between nodes. All non-advective and dispersion aspects of the mass balance, such as decay and absorption are assumed to be concentrated at the nodal junctions. The dispersion coefficients and the rate constants of the various source and sink terms must be adjusted to match field data,

The real-time mass transfer mathematical model has been studied by C. H. Lee (1970). Finite-difference forms of the continuity, momentum and mass transfer equations were developed for variable-area estuaries of arbitrary geometry. This permits inclusion of non-linear tidal advection, multiple pollutant sources and time-dependent freshwater flow, The real time longitudinal dispersion coefficients are related to the tidal motion through salinity observations in the salinity intrusion region and through the modified Taylor dispersion equation (to be discussed below) in the constant density tidal region. Water quality parameter observations in several estuaries are used for comparison with the analytic results. Preliminary results have been published by Harlemanet. al. (1968).

## II. 5 Determination of Longitudinal Dispersion Coefficients

There are two methods used in determining longitudinal dispersion coefficients for a real time model. The first of these is an
analytic one which considers the fluid mechanics of dispersion in an oscillating flow. The second is an empirical one where the dispersion coefficient is determined by comparing solutions of the mass transfer equation (5) with measured concentration distributions of a substance in the estuary in question. Coefficients determined by the latter method may be used to predict the dispersion of some other substance. A practical requirement of this method is that all the source and sink terms for the substance used must be known fairly accurately. As a consequence, the empirical method is restricted to naturally conservative substances or to tracers with well known decay characteristics.

A physical understanding of longitudinal dispersion may be gained by consideration of steady, uniform density, turbulent pipe flow. Assume an instantaneous injection of a finite amount of tracer material uniformly across the entire flow cross-section. The velocity distribution causes the tracer near the center of the pipe to move downstream much faster than the tracer near the pipe wall. Lateral turbulent mixing maintains uniform concentrations at various crosssections. There is a large measure of longitudinal spreading due to the shear stress along the pipe wall. The advective term in the onedimensional mass transfer equation relates to the average longitudinal velocity at the section, but it cannot account for the longitudinal spreading caused by shear stress. The mass transfer due to the
velocity distribution is combined with that due to turbulent diffusion, 17 and the total effect is represented by the longitudinal dispersion coefficient. The larger the non-uniformity of the velocity distribution, the larger is the dispersion coefficient.

A prediction is needed of the longitudinal dispersion coefficient in an oscillating flow of uniform density as found in Marina del Rey. Dispersion in steady flows of uniform density will be considered as a preliminary step.

Taylor (1954) first determined a quantitative expression for the longitudinal dispersion coefficient, $E_{L}$, His result is written

$$
\begin{equation*}
E_{L}=10.1 r_{o} u_{\#} \tag{7}
\end{equation*}
$$

where $r_{o}$ is the pipe radius and $u_{*}=\sqrt{T_{o}^{\prime}}{ }_{\rho}$ is the shear velocity ( $T_{o}$ is the sheat stress at the pipe wall).

Elder (1959) applied Taylor's methods ta steady, uniform, wide open-channel flow having a logarithmic velocity profile in the ver tical direction. Elder's coefficient of longitudinal dispersion is given by:

$$
\begin{equation*}
E_{L}=5.9 u_{x_{x}} d, \tag{8}
\end{equation*}
$$

whered is the depth of flow. The longitudinal dispersion coefficients predicted by the above equations have been confirmed experimentally.

Equations (7) and (8) can be written in terms of the channel flow and friction parameters. In the literature, this is usually done with

Taylor's equation (7) to yield the modified Taylor equation:

$$
\begin{equation*}
E_{L}=77 \mathrm{nUR}_{\mathrm{h}}{ }^{5 / 6} \quad \text { (sq. ft. } / \mathrm{sec} \text { ) } \tag{9}
\end{equation*}
$$

where $n$ is Manning's friction coefficient, $U$ is the flow velocity averaged over the cross-section of flow, and $R_{h}$ is the hydraulic radius. Investigators have used this relation in open-channel flow although Taylor strictly limited his result to turbulent pipe flow. In the case of a channel with width and depth of similar dimensions the use of equation (9) is acceptable.

Since a typical channel cross-section in Marina del Rey has a width to depth ratio which ranges from $30: 1$ to $60: 1$, it is appropriate to use Elder's equation (8) for the present work. This equation may be modified to the form of equation (9) as follows. The shear velocity is given by:

$$
u_{*}=\sqrt{\frac{T_{0}}{\rho}}=\sqrt{g R_{h} S_{e}}
$$

where $g=32.2 \mathrm{ft} . / \mathrm{sec}^{2}, R_{h}$ is the hydraulic radius, and $S_{e}$ is the slope of the energy gradient. Substitution into (8) yields:

$$
\mathrm{E}_{\mathrm{L}}=5.9 \mathrm{~d} \quad \sqrt{\mathrm{~g} \bar{R}_{\mathrm{h}} \mathrm{~S}_{\mathrm{e}}} .
$$

Using the Chezy formula,

$$
S_{e}=U^{2} / C_{c}^{2} R_{h},
$$

where $C_{c}$ is the Chezy coefficient, we have:

$$
E_{L}=5.9 \sqrt{g} \frac{d \quad U}{C_{c}} .
$$

The Chezy coefficient is related to the Manning coefficient, $n$, by:

$$
C_{c}=\frac{1.49 \mathrm{R}_{\mathrm{h}}}{\mathrm{n}}
$$

Substitution yields:

$$
E_{L}=22.4 \frac{\mathrm{ndU}^{\mathrm{R}_{\mathrm{h}}^{1 / 6}}}{}
$$

In a wide channel, the hydraulic radius may be approximated by the water depth, and the required expression is:

$$
\begin{equation*}
E_{L}=22.4 \mathrm{n}^{5 / 6} \mathrm{U} \tag{10}
\end{equation*}
$$

There is a question of what velocity to use in applying equation (10) to an oscillating rather than a unidirectional flow. The absolute value of the tidal velocity (Holley and Harleman, 1965) may be used. In an estuary it is expected that bends and intersections will cause an increase in the logitudinal dispersion in comparison with a straight channel. On this basis it is suggested (TRACOR, 1971, p. 56) that the modified Elder equation (10) be increased by a factor of 2 . The proposed equation to predict longitudinal dispersion at various points along wide, shallow tidal channels containing water of uniform density is:

$$
\begin{equation*}
\mathrm{E}_{\mathrm{L}}=45 \mathrm{nd}^{5 / 6}|\mathrm{U}| \quad\left(\mathrm{ft.}^{2} / \mathrm{sec}\right) \tag{11}
\end{equation*}
$$

where $n$ is the Manning coefficient, $d$ is the water depth, and $U$ is the magnitude of the water particle velocity at the point of interest averaged over the channel cross-section.

## II. 6 Box Models

Another approach to the modeling of estuaries is the so called "box" model as described by Keeling and Bolin (1967). Briefly, a water body is divided up by a series of control volumes (boxes) fixed in space. The fluid within each box is assumed completely mixed and containing a certain concentration of dissolved substance. Exchange is allowed between each box and to external sources and sinks. A conservation of mass equation is written for each box relating the amount of dissolved material within the box to the mass transfer rates through its boundaries and to internal decay. Each equation is solved to obtain a time history of concentrations within each box. The analytic simplicity of the box model is counterbalanced by the large amount of field work required to determine the rate constants.

Objections may be raised to the loss of rigor when using the box model method (Leendertse in TRACOR, 1971, p. 307), i. e. replacing a differential equation with intuitive ideas on exchange processes and rates. One difference between numerical models and box models is that the former has governing equations which contain diffusion coefficients (eddy diffusivities), while the latter represents diffusion processes as empirically determined rates. According to Okubo and Pritchard (1969) exchange rate constants in the box model have '.... no clearly defined physical basis, but, to be honest about
it, neither do eddy diffusivities."

## II. 7 A LaGrangian Model

It should be noted that all of the modeling methods discuased thus far are in Eulerian form; concentrations are predicted for all points in the modeling space. Fischer (1970) has reported a model which is unique (to the writer's knowledge) in that a LaGrangian viewpoint is used. This model, which is executed on a digital computer, follows individual elements of fluid as they move along one-dimensional channels in response to flows. It is assumed that the water is homogeneous vertically and horizontally.

Fischer has given up mathematical rigor and complexity in favor of an intuitive model capable of modeling complex geometries, at the cost of a significant increase in computer time required. Only the slightest changes in programming are required to apply the program to a new geometry. The program can be set up (with no change in programming) to model any combination of pollutant inputs, decay and chemical interactions in a widely differing geometries.

Although the program as listed in Fischer (1970) contained a major logical error and an assortment of minor ones, the method appeared to be a practical and powerful tool for the modeling of estuaries. Therefore it was decided to use this method to simulate Marina del Rey. A description and discussion of the model is presented in the following chapter.

## III. GENERAL DESCRIPTION AND DISCUSSION OF

 ONE-DIMENSIONAL LAGRANGIAN MODEL,
## III. 1 Overview

The computer model used in the present work is a modification of the LaGrangian model reported by Fischer (1970). The estuarine geometry is represented by a series of one-dimensional segments connected end to end. A hypothetical estuary and its schematic representation are shown in Figure 2.


Figure 2. Schematic Representation of an Estuary

The segments are numbered starting at the landward segment and proceeding seaward. Each segment has a characteristic width and depth. Each segment is divided into several water volume elements, numbered sequentially. Pollutant concentrations in the elements are stored in a two-dimensional array, and are identified by the segment number and element number. Time proceeds in a series of finite steps. During each time step these volume elements are moved within a segment and between connecting segments in accordance with flows calculated using a conservation of mass routine and tidal elevation data. Dispersion of pollutants between volume elements is calculated and takes place during each time step. In this manner, the concentration distribution stored in the two-dimensional array is modified during each time step according to the calculated convection and dispersion. The concentration array and other storage arrays a are initialized to zero before program execution begins.

The program user may select the format in which results are to be presented, whether in numerical printouts or graphical plots showing pollutant concentrations.

A description of the basic functions of the program follows. The program is written with the Fortran IV language. A listing of the program along with input data and typical numerical results for Marina del Rey is presented in Appendix 3. The computer used for the present work is an IBM model 370/155.

## III. 2 Main Program

The primary program, referred to as MAIN, is a management program. This program examines the tidal conditions, performs preliminary operations accordingly, and calls subroutine River which actually performs the simulation. Program divisions are shown in Figure 3.


Figure 3. Block diagram of water quality program for estuaries which may be approximated by a one-dimensional geometry.

Numerical quantitities are stored in COMMON block storage areas, so that several subroutines may refer to the same variables.

When program execution begins, MAIN reads the following data:

1. Prototype identification,
2. The number of tidal cycles to be run,
3. Concentration in the ocean of the pollutants being modeled (constant since the ocean is considered an infinite sink),
4. Tidal cycle numbers for which output is to be printed and/or plotted at the end of each phase,
5. The number of hours in each tidal phase of the 25 hour tidal cycle (for example, 6, 6, 6, 7),
6. The number of water quality parameters being modeled (from 1 up to 3 ),
7. An alphameric description of each parameter
(12 characters) and its decay constant.
MAIN prints the site identification and lists each parameter name with its decay constant. If a plot is requested, a plot identifier is set up along with preliminary specifications.

Simulation now begins with tidal cycle number 1. A labeled CONTINUE statement (' $A$ ') is placed here to act as a reentry point for ensuing cycles. If a printout or a plot is requested for this cycle, logical indicators are set accordingly.

The program now enters a DO loop which iterates once for each of the four tidal phases. The number of hours in the phase being executed is set. If the tide is flooding, parameter concentrations at the estuary entrance are specified (from the concentrations in the ocean), and subroutine RIVER is called. If the tide is ebbing, subroutine RIVER is called without any preliminary steps. In either case, the tide indicator is reversed in preparation for the following phase. This is the end of the DO loop.

At this point all four phases of the cycle have been completed. If requested previously, plot data on the distributions of each water quality parameter at the end of each phase, stored by subroutine RIVER, is plotted now. This provides four concentration curves in one plot frame, and one plot frame for each water quality parameter. If this is the last tidal cycle to be simulated, the program stops. If not, the cycle indicator is incremented and control is returned to CONTINUE statement " $A$ " to begin another iteration.

## III. 3 Subroutine RIVER

This section describes, in order, the functions of subroutine RIVER. There are two sections in this subroutine. The first is executed only once; the first time RIVER is called, data is read and preliminary operations to prepare the simulation are performed. On subsequent calls during a simulation, the first section is skipped.

The second section performs the actual steps of the simulation.
The behavior of up to three water quality parameters may be modeled simultaneously. To do this, any program step in RIVER that directly effects water quality parameters is executed once for each parameter being modeled. The same is true for similar steps in the secondary subroutines called by RIVER.

The functions of the first section of subroutine RIVER are listed in order:

1. Set logical indicator to skip the first section of RIVER on subsequent calls,
2. Read the number of time steps per hour and the printing control parameters for the description of flow volumes and seg ment geometry,
3. Read external water inflows for each segment (volume/time step) and the concentrations (PPM) of the dissolved material contained therein,
4. A series of cards containing pollutant injection information is read. There may be any combination of a single instantaneous injection, one or more continuous injections lasting one day or more, or one or more continuous injections lasting through the entire simulation,
5. Read data describing the geometry of the prototype. Read the following information for each segment in sequence:
the number of volume elements in the segment (this is the initial value since the number of volume elements varies during the simulation), the segment length, the numbers identifying upstream connecting segments (there may be 0 up up to 3 segments connected upstream), downstream segment number (there may be only one).
6. Read the widths and depths of the-one-dimensional segments for each hour of the 25 hour cycle. Interpolate between hourly data on the segment widths and depths to provide data at each time step. (This section will be revised in the future to allow direct reading of raw data for each time step). If requested, a description of the flow system will be printed. Compute the volume of each segment, and divide it into starting elements.

This completes the operations of the first section of subroutine RIVER. These operations are executed only once, the first time subroutine RIVER is called. The information generated is stored for use during subsequent iterations.

The following steps make up the second section, the iterative procedure executed for each time step of the simulation. This section performs the detailed operations of the simulation during which the secondary subroutines MAP, BRANCH, and DIFUSE are called. Another secondary subroutine, XPRNT is called when
numerical results are to be printed. The major operations are listed below:
7. Begin time step iteration, (This point is the CONTINUE statement labeled 200 in the subroutine RIVER listing in Appendix 3.) Program control skips to here on the second and subsequent calls to RIVER. A DO loop which iterates once for each time step of the current phase begins here.
8. Beginning with the upstrearn segments and treating each segment down to the one furthest downstream, call subroutine MAP. Return with flow and concentration information for flow into and out of each segment. (See page 33 for a description of subroutine MAP.)
9. For each segment, call subroutine BRANCH. This routine moves volume elements to account for the flows determined in subroutine MAP. MAP determines the changes required in the segment to correspond to changing conditions, and BRANCH performs the "bookkeeping" to make the change. The number of volume elements in the segment may increase or decrease here. (See page 36 for a description of subroutine BRANCH.)
10. For each segment, call subroutine DIFUSE. This routine adjusts element concentrations to accomplish the dispersive action. This routine includes provisions for combining very
small elements, and determines element locations within each segment. The latter information is used in locating elements into which pollutant injections are made, and in presenting numerical or graphical results.
11. At this point the injection (if any at this time) of pollutants is performed by the simulated addition of material to the volume elements located at injection locations. Decay coefficients for the dissolved materials used in the simulation are applied to the concentration distribution(s). Reactions between water quality parameters, or chemical absorption form the atmos phere, or adsorption on silt particles may be accounted for by inserting appropriate statements here.
12. Concentrations of flow out of the seaward end of the seaward segment are stored here, primarily for future use when the program is expanded to treat two-dimensional geometries connected to one-dimensional geometries.
13. The percentage of parameter number $1(N Q=1)$ flushed out as of the current time step is computed here.
14. This is the end of the time step DO loop. If this is not the last time step of the current phase, return to step 7 for another iteration. If this is the last time step of a phase, continue.
15. If a printout is requested for this phase, subroutine XPRNT
is called, and a stylized diagram of the estuary is printed, showing concentration distributions along each segment.
16. If a plot is requested for this phase, store volume element concentrations and locations in separate arrays for later use by the plotting routine in MAIN.
17. Return program control to MAIN.

## III. 4 Secondary Subroutines

## III. 4.1 Subroutine MAP

This routine is called, using four arguments, by subroutine RIVER to compute flows and their concentrations due to tidal elevation changes and external inputs. The first argument is the segment number. The second, third, and fourth are the segment numbers of upstream connecting segments. There may be 0 to 3 upstream segments. Segments numbered 0 are treated as non-existent.

A conservation of mass equation is used to calculate flows in each segment. The segments furthest upstream are treated first. The flow through the landward end of these segments is zero. The flow through the seaward end is equal to the product of the segment length and the difference of water levels in successive time steps, plus any external inflow.

In the general case, the flow through the landward of a segment is cornputed as the sum of the flow through the seaward ends of the upstream connecting segments. Figure 4 illustrates a typical seg-
ment junction of aegment, " M ", with three upstream segments, "M1." "M2," and "M3."


Figure 4. Typical segment connection. $Q^{\prime}$ s represent flow volume, $C^{\prime}$ s represent concentrations.

The now through the seaward end of each segment is computed as the argment volume change due to the tide between successive time ateps, plus the flow through the landward end, plus the effect of any external flows. For example, in the above case $\mathrm{Q} 0=\mathrm{Q} 1+\mathrm{Q} 2+\mathrm{Q} 3$, and $\mathrm{QI}=\mathrm{Q} 0+V$ olume change of segment $M+$ External flows.

Computations of concentrations depend upon the direction of flow through a segment. The concentrations of outflows from a segment are computed by averaging the concentrations of the elements needed
to make up the flow. The concentrations of inflows to the segment are not computed here. They are computed as outflows from the connecting segments.

If there are no upstream connecting segments, subroutine MAP returns program control to subroutine RIVER. If there are upstream connecting segments, the concentrations at the upstream end of the segment being considered are calculated. If the tide is ebbing, the concentrations of flow from the upstream segments ( $\mathrm{Cl}, \mathrm{C} 2, \mathrm{C} 3$ ) are weighted by volume of flow and averaged together to yield the concentration of the material flowing into segment $M$, which is temporarily stored in the array named CNODE. If the flow is upstream, the concentrations in the volume elements of segment $M$ used in the flow are weighted by volume and stored in CNODE. These concentrations will be used to characterize the flow into the upstream segments.

To summarize: the results provided by subroutine MAP for each segment for each time step are the flow volumes through the upstream and downstream ends of the segments and the concentration at the upstream node.

At this time, no fluid elements have moved, and the concentration distribution stored in memory has not changed. It is the function of the next subroutine to move fluid elements and thas modify the concentration distributions.

## III. 4. 2 Subroutine BRANCH

This aubroutine performs the bookkeeping task of moving fluid elements to satisfy the flow requirements computed by subroutine MAP. The calling arguments are the number of the segment to be treated, and the number of the next segment downstream. Each negment is composed of from I to 29 fluid elements numbered starting with 1 at the upstream end increasing consecutively downstream. The number of elements varies during the simulation,

The direction of flow at the upstream end of a segment is examined first. If the flow is upstream, then one or more fluid elements are moved out of the upstream end to make up the required flow volume computed for that time step by subroutine MAP. Generally, only part of the last element used is required to meet the flow requirements. The remaining fraction of this element is renumbered, and it becomes the first element in the segment. The rest of the remaining elements in the aegment are renumbered in sequence down to the end element which will have a lower number than originally. The individual elements which are moved out are lost. The only information retained is the flow volume and concentration computed by subroutine MAP.

Subroutine BRANCH then considers the flow direction at the downstream end of the segment. If the flow here is upstream, then a single element equivalent to the flow volume for that time step is
created in the downstream end, and its number is one higher than that of the former last element. The concentrations in this element are equal to the concentrations of the upstream node of the downstream connecting segment, stored in the array CNODE by subroutine MAP. Figure 5 illustrates the movement of volumes in a typical segment when the flow direction is upstream.

If the flow direction is downstream at the upstream end of the segment, then the entire flow volume for that time step is created in the upstream end and called element number 1. Its concentration, which is computed by subroutine MAP and stored in the array CNODE, is now stored in the concentration array. The other elements are renumbered in order, the former number 1 becoming number 2 , the former number 2 becoming number 3, and so on. The number of elements in the segment increases by one.

If the flow is downstream at the downstream end, then one or more elements are moved out to make up the flow volume. The remaining fractional part of the last element used in the flow keeps the same element number and becomes the new end element is the segment. Typical volume element movements for a downstream flow are illustrated in Figure 6.

Each segment is treated in this manner once during each time step. This routine provides the convective transport for the model.
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\begin{aligned}
& \text { ENDING CONDITION-ONE VOLUME ELEMENT } \\
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& \text { DOWNSTREAM END }
\end{aligned}
$$

Figure 5. Sequence of operations by subroutine BRANCH in moving volume elements to make up upstream flows computed by subroutine MAP. Letters are identifiers supplied for illustrative purposes. The total number of elements in the segment shows a net decrease of 2 for this time step.

elements renumbered


ENDING CONDITION - VOLUME ELEMENTS REMOVED MAKE UP DOWNSTREAM FLOW VOLUME FOR THIS TIME STEP.


THIS GROUP OF
ELEMENTS MAKES UP DOWNSTREAM FLOW VOLUME.

Figure 6. Operations of subroutine BRANCH in moving volume elements to make up downstream flows computed by subroutine MAP. Letters are tracers supplied for illustrative purposes. The total number of elements in the segment shows a net decrease of 1 for this time step.

## III. 4. 3 Subroutine DIFUSE

This subroutine provides for dispersion of dissolved material between fluid elements. The calling argument is the number of the egegent to be treated. The lengths of each element and the locations of their midpoints are calculated for later use when various pollutant injections occur. When an injection occurs at a certain location in a segment, the lengths and midpoint locations are used to determine which element the injection falls in. If any element is shorter than one-third of the gegment width, or if there are 29 or more elements, a routine is executed to combine shorter elements.

The major step of this subroutine is to compute the mass transfer coefficient. This coefficient determines the amount of dissolved material exchanged between elements by dispersion and diffusion. The dimensionless mass transfer coefficient is computed by the following formula (see Appendix 1):

$$
\text { D. M. T.C. }=\frac{\mathrm{E}_{\mathrm{L}} * \text { Time increment } \% \text { Channel cross-section area }}{\text { Distance between elements + Element volume }}
$$ where $E_{L}$ is the dispersion coefficient (units of sq. ft./sec.). This coefficient is computed for the boundary between each element pair in the segment (ie, between elements 1 and 2 , elements 2 and 3, etc.).

The D. M. T. C. is used to compute the dispersive concentration changes between element pairs during one time step, assuming they are of cqual sizc. This result is adjusted according to the relative
sizes of the adjacent elements. The direction of mass transport depends upon the sign of the concentration difference between adjacent elements. Subroutine DIFUSE modifies the concentrations of each element pair in turn in a segment, beginning with elements 1 and 2, and ending with elements $\mathrm{N}-1$ and N . This is the end of the basic function of this subroutine.

There are four more parts to subroutine DIFUSE. The first three use the element lengths and midpoint locations to identify the elements that are to receive pollutant injections from continuous sources, continuous sources of short duration, or single instantaneous injections. The last section combines elements when criteria at the start of this routine indicate the elements are too small because of element splitting by subroutine BRANCH.

DIFUSE is the last of the subroutines used in the simulation procedure. There is one more subroutine which performs a data handling function only.

## III. 4. 4 Subroutine XPRNT

This routine performs the printing out of concentration data after being instructed by aubroutine RIVER. Its only function is to present data in an organized form. The blocks of data (one for each segment) are presented schematically in a form which corresponds to the geometry of the prototype. Each data block consists of a heading and four columns of data. The first column lists the distance of
the midpoint of each element from the landward end of its segment.

The following three columns give concentrations of three different pollutants or other parameters such as dissolved oxygen, In the event less than three parameters are treated in the simulation, the unused columns are printed as zeros to simplify the formatting problem. In the present model, concentration distributions are printed out after each tidal phase, although printouts may be easily epocified at any time desired.

At the main computing facility of the University of Southern Californit, a high speed digital incremental plotter is available for plotting of program output. This plotter was used to supply graphs of concentration diatributions in the main channel and basin $E$ of Marina del Rey. The plotting routine is located in the main program, MAIN.

## III. 5 Program Expansion Capability

To permit application to a wider range of prototype situations, the program is set up in a manner that easily allows it to be coupled to a program treating a two dimensional case. This would allow treatment of the general case of a narrow tidal river flowing into a bay or wide estuary connected with the ocean.

The two-dimensional routine would be embodied in another primary subroutine (comparable to RIVER). The management program, MAIN, would then call each primary subroutine in a sequence which
depends upon the state of the tide. Each primary subroutine would be called once during each tidal phase. The results would be contained in printouts showing a complete concentration map of the prototype.

## IV. FIELD WORK AND DATA REDUCTION

## IV. 1 Introduction

Tidal data for the modeling program was accumulated empirically. Time histories over a 25 hour cycle aréneeded for every segment of the model. The tacit assumption is that the tidal elevation is not a uniform level above a datum plane, which is the mean lower low water level (M. L. L. W.). The general procedure is to examine the tidal elevation at various points in the marina, and in some way relate tidal elevations in the interior to tidal elevations at the entrance. Then, given some tidal function at the entrance, the tidal elevations in the interior may be computed.

The easiest way to generate a set of tidal data would have been to install two or three tide gauges in each basin, several more in the main channel, and one at the entrance to the marina. Data from all the gauges, recorded synoptically every few minutes on magnetic tape, could be processed by computer and be ready for use by the modeling program. Due to monetary limitations, a procedure requiring only a small amount of equipment was used. Such a procedure is described below.

The tidal function at the entrance is a type denoted as mixed (mixed diurnal and semi-diurnal). The tidal function varies from day to day. At first glance, this would seem quite a difficulty. How -
ever, since the tide may be viewed as a small amplitude wave of long period, we may consider the tides in the marina to be linear phenomena. This means that for a certain tide function at the entrance, there should be a certain response at a given interior point. A repeated identical input should cause a repeated identical response. This should hold for any point in the marina. If each tide recording made at an interior point of such a linear system were referred to a baseline recording made at one point in the system (even though tides recorded at the baseline location varied daily), the tide response at individual interior points could be determined as a function of the tide at the baseline point. A series of such functional relations for various points in the marina should allow computation of tides at these points as a function of an arbitrary tide at the baseline point. For purposes of the simulation, a tide recorded for one day at the baseline point is picked, and tides in the rest of the marina are computed from it. This empirical tide is used as data for the computer model.

## IV. 2 Instrumentation

## IV.2.1 Level Sensing Tide Gauges

The tide gauges used for most of the data collection utilized a float containing a magnet which individually activates a series of magnetic reed switches and resistors in a voltage divider network. This network contains 77 reed switches on 4 centimeter centers, and

77 one-hundred ohm resistors. It is enclosed in a sealed $1 / 4$ inch 44 1. D. Schedule 80 poly-vinyl chloride pipe, 12 feet long, with an electrical connector at one end. This pipe is fantened to all/2inch I, D. Schedule 40 PVC pipe 14 feet long. The larger pipe is open at both ends and contains a float with a magnet. In use, the assembly is attached to a piling so as to cover the tidal range of interest. The float moves vertically in response to tides and harbor surges and the magnet in the float activates the reed switches. The output signal is proportional to the water level. Figure 7 shows the gauge a assembly and its enclosed circuitry. The associated circuitry consists of a power supply and an operational amplifier follower used to drive the recorder pen.

## IV.2. 2 Pressure Sensing Tide Gauge

In the late stages of the field work a nother type of tide gauge, having been constructed, became available for field use. This pressure sensing gauge was built because at many locations in the marina, the level sensing gauge cannot be installed. The gauge consists of a 50 PSIG strain gauge pressure transducer (Statham \#10-50G-350) and a strain gauge signal conditioner enclosed in a PVC pressure case. A neoprene clad sea cable carries power and transmits the pressure signal to shore electronics consisting of a power supply and an operational amplifier follower with "SPAN" and "ZERO" controls which drives the recorder pen. The analog output


Figure 7. Level Sensing Tide Gauge assembly.
is directly proportional to the distance from the gauge up to the water 46 surface. The output is adjusted using the "ZERO" control to relate it to the M. L. L. W. datum, In use, the pressure case is weighted and placed on the bottom below the tidal range at the point of interest.

## IV.2. 3 Data Recorders

All data was recorded on two strip chart recorders. This required data reduction by hand, which was a long and tedious procedure. The first recorder was an Esterline-Angus Recording D. C. Milliammeter, which had chart drive speeds of $3 / 4^{\prime \prime}$ per hour, $11 / 2^{\prime \prime}$ per hour, and up. A day's continuous data could be recorded on 3 feet of $4 \mathrm{l} / 2$ inch wide chart paper. The recorder was enclosed in a hermetically sealed container which contained a desiccant. This was intended as protection from corrosive salt air.

The other recorder was a Honeywell-Brown "Electronik" servorecorder. An electric timer-switch was installed in the recorder. This timer was "ON" for 10 seconds every 15 minutes, and caused the recorder pen to go to zero, providing timing marks on the paper chart.

The two types of tide gauges and the two recorders were fully interchangable.

## IV. 3 Tidal Data Collection and Reduction

The best site to record baseline tidal data is at the entrance to
the marina. This site was not used for practical reasons. No A.C. power is available at the marina entrance on a continuing basis. No funds were available to purchase the several thousand feet of cable necessary to carry power and signal to and from a sensor at the entrance to the nearest source of power. There is nowhere a point at the entrance where a level sensing tide gauge (the only kind available for most of the field work) could be installed.

A level sensing tide gauge was installed at the nearest practicable location to the entrance, the marina's Harbor Patrol Dock, 5900 feet from the entrance. This gauge supplied data which was used as baseline data. The tidal data gathered at other points in the marina is all related to the baseline data, as is data gathered later at the marina entrance. The pressure sensing tide gauge installed at the entrance supplied qualitative, but not quantitative data. Figure 1 shows the site locations used in gathering data.

The data gathering results in two synoptic tidal charts for each pair of stations, one station being always at the Harbor Patrol Dock. The readings of both gauges were referred to the mean lower low water (M. L. L. W.) datum by the following procedure. The working reference level for all data gathering was the top of the seawall, which is 12.0 feet above M. L. L. W, at the Harbor Patrol dock and 10.0 feet above M. L. L. W. everywhere else. Once a gauge is installed so as to cover the tidal range, the distance from the top of
the seawall to the water surface is measured and noted at the pen position on the recording chart. This must be done quickly since the water level is generally changing in response to tidal harmonics and surges. Many of these distance readings are taken for each data station and are averaged together to yield a correction factor used to correct the gauge level to the actual water level.

Data was digitalized by hand from analog data recorded on paper charts (!). Readings were taken from both records (baseline site and interior site) at 15 minute intervals. Each reading was corrected by a factor appropriate to the individual gauge as installed. This operation was tedious and time consuming; but in the absence of funds for computer compatible magnetic tape data recorders, there were no alternatives. The digitalized data was punched onto computer cards for later computer smoothing and plotting. One run consisted of 29 hours of synoptic data for both the baseline data gauge and the other gauge at an interior point. Each run was processed by computer individually.

Because of the presence of a harmonic component with a 45 minute period in the data (to be discussed later), an iterative graphical curve smoothing routine was programmed for the computer. This routine required an extra 2 hours worth of data before and after the 25 hour tidal period of interest. The routine is described in the following. The data for every 15 minutes of the tidal period is read
into a subscripted array, each subscript increment corresponds to a 15 minute time increment. A linear interpolation is performed between every other data point (i.e. data point pairs subscripted 1 and 3, 3 and 5, 5 and 7, etc.) to find the midpoints of lines drawn between these points. The midpoints fall on 15 minute time increments (subscripted 2, 4, 6, 8, etc.). These midpoints (call them points "A") are connected with a series of straight line segments. Now again interpolate to find the midpoints of the lines drawn between points " $A$ ". Label the new set of midpoints " $B$ ", and connect them with straight line segments. (These points are subscripted 3, 5, 7 , etc. 1 Carry on in this manner for four iterations. The result is a curve faired smoothly through all the data points. It should be noted that the first and last data points of each iteration are lost at the end of that iteration. This routine is aimed only at smoothing the approximately 45 minute period component of the tide in Marina del Rey.

After smoothing, the data was plotted on the digital incremental plotter available at the main computing facility of the University of Southern California. First the digitalized raw data was plotted, then smoothed data and then the difference between the smoothed data curves. These differences were plotted for various stations against the tidal displacement relative to the mean lower low water level at the baseline site (site No. 1). This information was used to synthesize a general tidal displacement function in the marina.

## IV. 4 Tide Function Synthesis

Figure 8 illustrates typical data describing the relation of tidal differences between the baseline site (site l) and the site examined, to the tide (relative to M. L. L. W.) at the baseline site. The difference in tidal levels is greater as the tide goes lower. The tidal differences plot for every site shows similar characteristics. Obviously the data is quite scattered, but it will serve to roughly approximate tidal characteristics in certain regions of the marina. The tides in regions in which there are no data gathering sites are estimated from the tides recorded at the nearest data gathering sites. The major point to be approximated is the entrance. The smoothed tide at the entrance is taken to be the same as that at site No. 1 (relative to M. L. L. W.). Examination of the plots of tidal differences shows why. All the sites except site No, 1 are in water -10 feet deep relative to the M. L. L. W. datum. If the tide height is greater than +5.0 feet above the M. L. L. W. datum (total depth 15.0 feet), there is less than a 0.2 foot difference in tide levels from site No. 1 to any other site. Since the bottom of the main channel between site No. 1 and the entrance is at -18 feet relative to M. L. L. W., the depth is always 15 feet or greater in this area. Therefore, any tidal differences in this region will be small and therefore neglected. The tidal elevations used in simulating tidal flushing in Marina del Rey were calculated or estimated as follows:


Figure 8. Smoothed tide differences between site No. 13 and site No. 1, plotted against amoothed tide at site No. 1.

1. Specify a tide for site No. 1. This applies to segments lying between site No. 1 and the entrance, Use one of the recorded tides with the provision that the elevation at the beginning and end are at the same level (so there are no discontinuities when
the tide repeats in following cycles).
2. Using the differences at the known sites, calculate tides at these site relative to the site No. 1 tidal elevations.
3. For those segments where no tide data is available, interpolate or estimate using tidal elevations recorded in adjacent locations as a guide.

## V. SIMULATION OF MARINA DEL REY

An examination of Figure 9 will show the division of Marina del Rey into obvious segments. The divisions occur at junction points between the basin and the main channel, or at points in the main channel where the bottom depth changes.


| Depths from M. L. L. W. |  |
| :---: | :---: |
| Segment | Depth (ft.) |
| 1 | 10 |
| 2 | 10 |
| 3 | 10 |
| 4 | 10 |
| 5 | 10 |
| 6 | 10 |
| 7 | 10 |
| 8 | 12.5 |
| 9 | 10 |
| 10 | 15 |
| 11 | 10 |
| 12 | 15 |
| 13 | 18 |

Figure 9. Marina del Rey as dividedinto segments.

Each segment is specified to the simulation program by its segment number, its width (assumed constant), its length, the initial number of volume elements into which it is divided, the segment numbers of the upstream connecting segments and the segment number of the downstream connecting segment. The bottom of each segment is assumed to lie on a horizontal plane.

The data requirements for the one-dimensional program have been mentioned previously, however they will be summarized here:

1. Alphameric prototype identification.
2. Number of tidal cycles to be simulated.
3. Concentrations in the ocean of parameters modeled.
4. Tidal cycles for which printed results are desired.
5. Tidal cycles for which plotted results are desired.
6. The number of hours in each tidal phase.
7. The number of water quality parameters modeled.
8. Parameter names and rate constants for first order decay (to base e).
9. Number of time steps per hour.
10. Printing control indicators
11. Listing of volume and concentrations of external flows (if any) into upstream end of each segment.
12. Specification of continuous inputs (if any), i. e. segment number, distance downstream, rate of pollutant discharge, and
concentrations.
13. Specification of a single instantaneous injection (if any).
14. Specification of continuous inputs of ahort duration (if any).

The remaining data cards contain tidal data which may be either theoretical or empirical data. For the present work, tidal data measured at Marina del Rey was used for the simulation. The tidal data used was organized into hourly groups. The data appears on 25 seto of 13 cards. Each card carries a depth and a width for one eegment. Thirteen cards bearing depths and widths for each of

TIDAL PHASES


Figure 10. Recorded tide used as baseline data in simulation of Marina del Rey (recorded at site No. 1).
thirteen segments comprise one hours data. The tidal cycle is specified as lasting exactly 25 hours and repeating itself exactly each tidal day. Neither of these conditions holds in the prototype (the tidal period is approximately 24.8 hours, and the mixed tide changes diurnally with the motions of the sun and moon). The hourly data is linearly interpolated by the computer to yield data over shorter time increments.

The variables and the specific numerical values used in setting up the model of Marina del Rey are listed in the appendices.

As a consequence of the repetitive tides, it is expected that the centroid of a pollutant concentration curve will be moved to and fro in a similar repetitive action. Substantial flushing will not occur until the injected pollutant is dispersed enough to reach the entrance in significant concentrations at low tides. Then the centroid of the concentration distribution will show a net movement toward the entrance with each tidal cycle.

The model used in the present work is a "series" model. This means that in order to determine conditions during a tidal cycle N , the model must first carry out tidal cycles $1,2,3$, and so on in series up to tidal cycle N. Time cannot be skipped in this model as it can be in the solution of differential equation for a certain time.

The specification of the number of time steps per hour is restricted by the following criterion: the flow volume out of any seg-
ment during one time step may not exceed the water volume present in that segment at the start of that time step. Should this criterion not be met, negative water volumes are created which lead to program instability and eventual malfunction. The solution is to simply make sure that each time step is short enough to satisfy the cri. terion. In Marina del Rey, the short segments in the main channel are the most subject to instability. Time steps of 6 minutes ( 10 time steps per hour) have precluded any instability.

The diapersion coefficient calculations (discussed in Chapter 2) were made using a Manning roughness factor, $n$, of 0.031 . This value was determined by criteria in Chow (1959).

Operational experience with the model showed that the dispersion of injected material in the marina was unrealistically slow. For this reason, the calculated dispersion coefficients were multiplied by a factor of 10 before use in the model. The resulting numerical values of the dispersion coefficient range from 44 sq . ft. /sec. to $2.3 \mathrm{sq} . \mathrm{ft} . / \mathrm{sec}$. These values seem realistic when compared to the higher values obtained in natural streams by various investigators as listed by Fischer (1958). Figure 11 shows the effect of this multiplication of the dispersion coefficient on the concentration history at a point in the landward end of basin $E$, following a single instantaneous injection at that point. The factor of 10 increase in the dispersion coefficient leads to an approximate factor of 2 decrease in time periods.


Figure 1l. Comparative time history of concentrations at the landward end of basin $E$ following a single instantaneous injection at that point. The comparison is of the effect of increasing originally derived dispersion coefficient by a factor of 10 .

To investigate the flushing characteristics of Marina del Rey, a number of pollutant injections were hypothesized in separate simulations. To examine the effect of the timing of an injection relative. to the tidal cycle, two cases were analyzed:

Case "A" A. single instantaneous injection of 1000 cubic feet of a soluble and conservative substance during the last time step of the first hour of the first tidal cycle of the simulation. (This is at low tide.) The location is

5900 feet up the main channel from the entrance,
Case "B" Identical to case "A" except that the injection occurs in the last time step of hour 6 of the first tidal cycle (at the first high tide of the cycle).

To investigate the effects of the location of the injection upon flushing characteristics, three cases were analyzed:

Case "C" A continuous injection lasting for one tidal cycle (25 hours). The volume per hour is 8000 cubic feet of a solution containing 5000 PPM of a soluble and conservative material. The location of the injection is the landward end of basin $E$.

Case "D" Identical to case "C" except the location of the injection is at the landward end of basin H .

Case " $E$ " Identical to case "C" except the location of the injection is in the main channel, 5900 feet from the marina entrance (same as cases " $A$ " and "B").

The next chapter presents the results of these investigations.
The costs of computer runs simulating Marina del Rey vary according to the amount of processing time required, core memory allotted, and the amount of printing and plotting. For a run which simulates 7 tidal cycles, the cost ranges from $\$ 35.00$ to $\$ 80.00$.

## VI. PRESENTATION AND DISCUSSION OF RESULTS

## VI. 1 Tidal Variations in Marina del Rey

The measured tidal history in Marina del Rey revealed two interesting features. The first and most striking is the presence, most of the time, of a tidal harmonic with a period of approximately 45 minutes, and an amplitude ranging, at a single site, from a few inches up to one foot. A gauge placed at the entrance detected no apparent harmonic component with this period, although it was strongly present at site No. 1, 5900 feet from the entrance. Although this harmonic component was not anticipated initially, a short, first order analysis indicates the harmonic period should be expected from the


Figure 12. Typical tidal data as recorded at site No. 1 , showing harmonic component.
geometry of the marina.
Consider a rectangular harbor 12,000 feet long (corresponding to the main channel and basin E of Marina del Rey). The character istic length a is taken as 12,000 feet. The wavelength of a water wave in shallow water is:

$$
L=C * T=\sqrt{g h} * T,
$$

where $g$ is the acceleration of gravity, $h$ is the water depth and $T$ is the wave period. Assume a water depth of 13 feet which is close to that at most points in the marina. The measured period of the tidal harmonic is approximately 45 minutes (it ranges from 40 to 50 minutes). Then the wavelength of the harmonic component is approximately given as:

$$
\begin{aligned}
L & =\sqrt{32.2 * 13} * 2700(\mathrm{ft} / \mathrm{sec} . \mathrm{sec}) \\
& =55,200 \text { (feet). }
\end{aligned}
$$

The wave number ( $k=2 \pi / L$ ) times the characteristic length is:

$$
k_{a}=\frac{2 \pi}{\mathrm{~L}} * a=\frac{(2 \pi)(12,000 \mathrm{ft} .)}{55,200 \mathrm{ft} .}=1.36 .
$$

This is very close to the ka value for the first mode of oscillation of a long rectangular harbor as predicted by J. J. Lee (1969). The period of the first mode of oscillation in Marina del Rey may then be logically expected to fall in the $40-50$ minute range. The mode of oscillation at this 45 minute period is a pumping mode, causing the water surface to move upward and downward with fairly uniform amplitude everywhere within Marina del Rey except the entrance region.

The effect of the harmonic component is to supply additional energy for turbulent mixing to the marina. Mathematically, the influence of the harmonic would be felt mostly in the dispersion coefficient. The increase in accuracy which could be obtained by following these short period tidal oscillations were felt not to be worth the necessary additional programming complexity. Their effect may be included by increasing the dispersion coefficient by some small multiple. Therefore, the raw tidal data was smoothed as described in Chapter IV.

Examination of either raw or smoothed tidal data showed another feature of the tides in Marina del Rey. There are generally pronounced tidal elevation differences between tides at site No. I and tides recorded synoptically at interior points of the marina. These differences occur constantly and they are the greatest at low tide. The lower the tide, the greater the differences are. Figure 13 shows synoptic smoothed tidal curves as recorded in Marina del Rey. For the case illustrated, the elevation difference at low tide is almost $11 / 2$ feet, however, at high tide the difference is reduced to about 0.2 feet.

It is difficult to draw firm correlations because of the diurnal tidal variations and equipment limitations which allowed examination of only two sites at a time. However, a possible explanation may be made. At low tide, the ratio of tidal rise to water depth is much
greater than that high tide, thus, the non-linear tidal response of the marina is more significant at low tide than at high tide. This non-linear effect may have a varying degree of influence at the interior points of the marina, and thus contribate to the observed differences in tidal elevation at low tide. The effect of these tidal elevation differences is to reduce the tidal flushing. This is because segment volume changes caused by the tides are reduced.


Figure 13. Typical synoptic tidal data. - for site No. 1, 5900 feet from the entrance. - - for site No. 4, 10,500 feet from the entrance.

## VI. 2 Computer Modeling Results

The most interesting characteristic of the marina to be revealed by the computer model is its striking sensitivity to variations in the location and timing of pollutant injections. At the present time, the best use of the model is in making such comparisons of flushing characteristics as they vary in space and time in a particular estuary. This is because no dye studies have yet been conducted in the prototype to determine the efficacy of the model in predicting absolutely the amount of flushing action. The results presented below are from comparative studies.

The first comparison is between cases "A" and "B" (presented in Chapter V.), identical injections made at the same point in the main channel, but at different times in the tidal cycle. For the case "A", injection takes place instantaneously during the first low tide of the first tidal cycle of the simulation. After 7 tidal days, 25.9 percent of the material injected has been flushed out to sea. The case "B" injection takes place instantaneously during the first high tide of the first tidal cycle. After 7 tidal days, 57.9 percent of the material injected has been flushed out to sea. A small ( 6 hour) difference in the time of injection gives rise to a major difference in the percentage of material flushed out of the marina.

To demonstrate the behavior of the model in a qualitative way, the concentration distributions for the various cases were plotted by
a digital incremental plotter. Figures 14 and 15 illustrate concentration distribution curves for case " $A$ " for tidal cycles 1 and 2 following an instantaneous injection in the first hour of the first tidal cycle. The distance axis runs from zero at the entrance, up the main channel to the landward end of basin $E(12,650$ feet from the entrance).

It ahould be emphasized that Figure 14 and the following graphs show concentrations in the main channel and basin E only. Concentrations present in the adjoining basins are not represented, and discontinuities may be produced in the main channel concentration curves when such adjoining concentrations suddenly enter the main channel.

In Figure 14, the point of injection, 5900 feet from the entrance, is denoted by the arrow. At the end of the first flood phase ( 5 hours after injection), the centroid of the cloud of injected material has moved upstream approximately 1900 feet, and is spread over a 1500 foot length of the channel. The cloud moves downstream approximately 700 feet during the 5 hour ebb of the second phase. The cloud disperses only slightly. After the 6 hour flood of the third phase, a significant amount of material appears to have pushed into the adjoining basins, thus not appearing in the concentration curve. This is deduced because of the greatly decreased area under the concentration curve. Strong dispersive action is in evidence during the long 8 hour ebb tide of the fourth phase. Significant concentrations are
now present over a 4000 foot length of the main channel. The increase in the area under the phase 4 curve over that of the phase 3 curve indicates that some of the dissolved material has returned to the main channel after being forced into the adjoining basins during phase 3. At the end of the fourth phase ( 24 hours after injection), the maximum concentration is only half that at the end of the first phase. Since no significant concentrations have yet reached the entrance, only tracea of the injected material have been flushed out to sea.


Figure 14. Case " $A$ " concentration distributions in main channel and basin $E$ during first tidal cycle. IP denotes point of injection.

Figure 15 illustrates concentration distribution curves during the second tidal day following the injection of case "A". The general behavior is the same as that of the first day. The maximum concentration during the second tidal day is only one third that during the first tidal day, The maxima do not decrease as rapidly from one phase to the next because the pollutant cloud has spread out and thus reduced concentration gradients. Significant flushing has not yet occurred; only 0.29 percent of the injected material has been flushed out to sea.


Figure 15. Concentration curves during second tidal cycle following injection of casc "A". Note different vertical scale from that of Figure 14.

Figure 16 illustrates the concentration curves during the seventh tidal day following the case "A" injection. The dye cloud is well dispersed. The maximum concentration is 14 percent of what it was during the first tidal cycle. Significant flushing is occurring. After 7 tidal days, 25.9 percent of the injected material has been flushed out to sea. The remaining material is distributed over most of the main channel and basin areas.

Figures 17 and 18 illustrate the behavior of the pollutant cloud resulting from the injection of case " $B$ ". The injection occurs during the last time step of the phasel flood tide, thus the direction of initial movement of the pollutant cloud will be toward the entrance in response to the ebbing tide. It is expected that this will allow a greater amount of flushing than occurred in case " $A$ ".

The concentration distribution curves for the first tidal day are shown in Figure 17. The phase l curve shows the concentration distribution of the pollutant cloud before it has had a chance to disperse. The cloud has moved only a few feet upstream from the point of in-. jection. The distribution curve is a sharp spike, with maximum value 343 PPM. After the 5 hour ebb of the second phase, the pollutant cloud has moved approximately 1100 feet toward the entrance, and its maximum concentration has been drastically reduced to 59 PPM by dispersive spreading. The 6 hour flood of the third phase moves the pollutant cloud back up the main channel,


Figure 16. Concentration curves during the seventh tidal cycle following the injection of case "A". Note greatly increased vertical scale compared to Figure 15. The sharp concentration dropoffs on the right are due to finite difference character of the model and to limited dispersive action in basin E.
along which it extends approximately 2000 feet. After the 8 hour ebb of the fourth phase, the pollutant cloud is moved toward the entrance, and is spread along 4000 feet of the channel, and its


Figure 17. Case " $B$ " concentration distributions in main channel and basin $E$ during first tidal cycle. IP denotes point of injection.
maximum concentration is only 15.6 PPM. At the end of the first tidal day, 7.8 percent of the injected material has been flushed out of the marina; a significantly larger percentage than that of case "A" discussed previously.

Figure 18 illustrates concentration curves for each phase of the second tidal day. Here, the pollutant cloud, now fairly well spread out, moves up and down the main channel in response to the flood and


Figure 18. Concentration curves during second tidal cycle following injection of case "B". Note different vertical scale from that of Figure 18.
ebb of the tide. The maximum concentration at the end of the fourth phase is 9.1 PPM. At this time, 23.4 percent of the injected material has been flushed out. After 7 tidal days, 57.9 percent of the material injected has been flushed out of the marina.

Cases " $C$ ", " $D$ ", and " $E$ " were intended to compare the flushing of continuous injections of one day's duration (simulating one day's storm drainage to the marina) made at different points. The injections are identical in all respects save one, their locations in the marina. The injections are continuous through the first tidal cycle.

In case "C", where injection takes place at the landward end of basin $E$ (perhaps the quietest point in the marina), only 0.05 percent of the material injected has been flushed out to sea after 7 tidal days. In this case, the injected material slowly spread out through the marina, but did not reach the entrance in concentrations sufficient to allow significant flushing.

The injection of case " $D$ " takes place at the landward end of basin $H$ (much closer to the marina entrance). In this case, 0.38 percent of the injected material was flushed out after 7 days. After 14 days, 5.4 percent of the injected material was flushed out to sea. So there is more flushing activity in basin $H$ than in basin $E$, however it is still very little.

The injection of case " $E$ " takes place in the main channel, 5900 feet from the marina entrance. This is the same location as the injections of cases " A " and " B ". After 7 days, 43.6 percent of the injected material has been flushed out to sea. Obviously there is a great deal more flushing capability in the main channel than there is in the basins.

Figures 19,20 , and 21 illustrate the response of the marina to case "C": a continuous injection of a pollutant lasting for one tidal day. This injection occurs at the landward end of basin E, 12, 650 feet from the entrance. The extent of basin $E$ on the horizontal axis is shown in the figures.


Figure 19. Case "C" concentration distributions in main channel and basin $E$ during first tidal cycle. IP denotes the point of injection.

Figure 19 shows concentration distributions during the first tidal day (while the injection is occurring). The area under the concentration distribution curve increases during each phase. Any horizontal movement of the pollutant cloud is due mainly to the continuing injection. The presence of the solid boundaries of the sides and the end of the channel severely restricts fluid velocities and thus
shear velocities, and hence convection and dispersion. The maxi mum concentration during this tidal day is 183 PPM.

Figure 20 shows the concentration distributions at the end of each phase of the second tidal day. The pollutant injection has ceased, and the concentration distributions are affected only by the flushing action of the marina. The limited flushing in the landward portion of basin $E$ is illustrated by the close proximity of the concentration distribution curves of the first three phases. The fourth phase is quite long ( 8 hours) and so its distribution curve shows that the pollutant cloud has spread out somewhat. The maximum concentration is 104 PPM.


Figure 20. Concentration curves during second tidal cycle following injection of case ' C '".

Figure 21 shows the concentration distributions on the seventh tidal day following the injection. The pollutant cloud has dispersed downstream somewhat. There is still not much movement of the cloud from phase to phase. The maximum concentration during this tidal day is 56.9 PPM. No real flushing of material out of the marina has occurred as yet.


Figure 21. Concentration curves during seventh tidal cycle following injection of case "C". Note different vertical scale from that of Figures 19 and 20.

Table l on the following page summarizes the results for the various cases just discussed. The instantaneous injections of cases " $A$ " and ' $B$ " demonstrated that the timing of pollutant discharges

| $\left\lvert\, \begin{array}{l\|} \text { TEST } \\ \text { CASE } \end{array}\right.$ | TYPE | LOCATION | DISTANCE FROM ENTRANCE ( FT ) | AMOUNT | CONC. (PPM) | TIDAL CYCLE | HOUR | PERCENTAGE OF INJECTED MATERIAL FLUSHED OUT AFTER _ DAYS |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NO. |  |  |  |  |  |  |  | 1 | 2 | 3 | 7 | 14 |
| " ${ }^{\prime}$ " | SINGLE INSTANTANEOUS | $\begin{aligned} & \text { MAIN } \\ & \text { CHANNEL } \end{aligned}$ | 5,900 | $\begin{aligned} & 1000 \\ & \text { CUFT } \end{aligned}$ | $\begin{aligned} & \text { PURE } \\ & \left(10^{6}\right) \end{aligned}$ | 1 | 1 | . 06 | 2.16 | 6.49 | 25.98 | - |
| " 8 " | SINGLE INSTANTANEOUS | MAIN CHANNEL | 5,900 | $\begin{aligned} & 1000 \\ & \text { CUFT } \end{aligned}$ | $\begin{aligned} & \text { PURE } \\ & \left(10^{6}\right) \end{aligned}$ | 1 | 6 | 7.85 | 23.36 | 34.78 | 57.93 | - |
| "c" | CONTINUOUS, 1 DAY | BASIN E | 12,630 | $\begin{gathered} 8000 \\ \mathrm{CUF} \mathrm{~T} / \mathrm{HR} \end{gathered}$ | 5000 | 1 | $\left\|\begin{array}{l} C O N T . \\ 25 H R S \end{array}\right\|$ | . 005 | . 009 | . 014 | . 047 | - |
| "D" | CONTINUOUS, I DAY | BASIN H | 9,690 | $\left\|\begin{array}{c} 8000 \\ \text { CUF T/HR } \end{array}\right\|$ | 5000 | I | CONT. 25 HRS | . 004 | . 008 | 012 | . 38 | 5.38 |
| "E" | CONTINUOUS, I DAY | MAIN CHANNEL | 5,900 | $\left\|\begin{array}{c} 8000 \\ \text { CUFT/HR } \end{array}\right\|$ | 5000 | 1 | $\begin{aligned} & \text { CONT. } \\ & 25 \text { HRSS } \end{aligned}$ | 3.92 | 13.57 | 21.96 | 43.62 |  |
| "F" | SINGLE INSTANTANEOUS | MAIN CHANNEL | 7,850 | $\begin{aligned} & 1000 \\ & \text { CUFT } \end{aligned}$ | $\begin{aligned} & \text { PURE } \\ & \left(10^{4}\right) \end{aligned}$ | 1 | 6 | . 06 | 222 | 6.92 | 27.22 |  |

TABLE 4. Summary of test cases used in simulation of Marina del Rey.
relative to the tidal phase may greatly influence the amount of flushing activity available. The continuous discharges of cases " C ", " D ", and " $E$ " have shown that the amount of flushing activity decreases with distance from the entrance of the marina.

The following major conclusions can be drawn from thia study:

1. The computer simulation model used for this study appears to work quite well as a comparative tool. Thus, the model can be used to compare the flushing characteriatica of different injection time with relation to tidal phase for pollutante injected at the aame point. The model can also be used for comparing the flushing characteristics of pollutanta injected at different locations within the marina, thereby allowing the harbor designer to choose the best location for storm drainage outlet.
2. Flushing in Marina del Rey has been found to be very strongly influenced by the location of pollutant injection (such as the location of storm drainage outlet) regardless of the type of injection. It appears necessary to avoid placing pollutant injection points at constricted ends of the marina. The solid boundaries at such locations severely restrict convective and dispersive transport of pollutants. In other words, because of very limited flushing for pollutants injected at these locations a build up of pollutants to undesirable level could occur at such locations if the injections have a long duration. The model results indicate that the two locations where storm drain now discharging into the landward ends of Basin $E$ and Basin $F$ of Marina del Rey are among the poorest locations as far as
the capability for flushing is concerned.
3. Flushing may be markedly increased by moving pollutante injection points downstream (closer to the entrance). This is because in ebb tide phase the pollutant mass will be convected toward the entrance which after several phases of flushing action the injected mass will be flushed out of the marina.
4. Marina del Rey lacks continuous external inflows at its landward extremities to add the flushing. If aufficient discharge momentum from such external inflow exist the flushing may be significantly increased and not be so dependent on the 10 cation and time of pollutant injections.
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## APPENDIX 1.

## DERIVATION OF DIMENSIONLESS MASS TRANSFER COEFFICIENT

Consider volume elements N and $\mathrm{N}+\mathrm{l}$, and the dispersive mass transfer between them. Initially, concentrations are: $C_{1}(N)$ and $C_{1}(N+1)$, and $C_{1}(N)<C_{1}(N+1)$. At the end of a time step, suppose we have two new concentrations: $C_{2}(N)$ and $C_{2}(N+1)$. Suppose an amount of material $M$ was moved between these two elements by dispersion. The concentration changes would be as follows:

$$
C_{2}(N)=C_{1}(N)+\frac{M}{V}(N) \quad C_{2}(N+1)=C_{1}(N+1)-\frac{M}{V(N+1)}
$$

The amount of material moved is the product of the mass transfer rate and the time increment over which it occurs. $M=M * \Delta t$. Diffusion theory tells us that the rate of mass transfer is the product of the diffusion coefficient, the cross-sectional area of the flow, and the concentration gradient. Between two volume elements whose centers are $\Delta x$ apart, the concentration gradient is approximated by

$$
\frac{C_{1}(N+1)-C_{1}(N)}{\Delta x},
$$

and we have:

$$
\dot{M}=E_{L} * A * \frac{C_{1}(N+1)-C_{1}(N)}{\Delta x}
$$

The amount of material transferred during a time step is

$$
\begin{equation*}
M=\frac{E_{L}^{* \Delta t * A}}{\Delta x}\left(C_{1}(N+1)-C_{1}(N)\right) \tag{1}
\end{equation*}
$$

The change in concentration is found by dividing both sides of (1) by the volume of the element being considered:

$$
\begin{equation*}
C(N)=\frac{M}{V(N)}=\frac{E_{L}{ }^{*} \Delta t * A}{\Delta x^{* V}(N)}\left(C_{1}(N+1)-C_{1}(N)\right) . \tag{2}
\end{equation*}
$$

The dimensionless mass transfer coefficient for the $N^{\text {th }}$ element is contained in the above expression. It is

$$
E F(N)=\frac{E_{L}^{* \Delta t * A}}{\Delta x * V(N)}
$$

In practice, this coefficient is computed for each element boundary for each time step. Then the dispersive mass transfer is computed using both the upstream and downstream values of EF.

APPENDIX 2.
List of Fortran Symbols
The following is a list of Fortran symbols that are not defined by comment cards in the program.

CHECK Variable which stores summation of pollutant material remaining in marina.

CNODE Array containing average concentration of all flows into nodes at the upstream end of segments.
$\mathrm{CO} \quad$ Array containing average concentration of elements in outflow from landward end of a segment.

CONC One-dimensional array which stores concentrations to be plotted as ordinates.

CONPLT Temporary storage for concentrations to be plotted.
CP Temporary storage array for concentrations during dispersive step (subroutine DIFUSE).

CPASS

DES

DECAY

DIFHI
Array containing concentrations in flow between last one-dimensional segment and the open sea.

One-dimensional array for temporary storage of 'PARAM', alphameric description of parameter.

Array containing concentration decay factors for each parameter, equivalent to first order decay coefficient $k$ in the quation $C=C_{0} e^{-k t}$, where $t$ is in days.

Rate of concentration decay of a parameter during pne time step.

Highest value of dimensionless mass transfer coefficient computed in one segment during one time step.

| DIFLO | Lowest value of dimensionless mass transfer coefficient computed in one segment during one time step. |
| :---: | :---: |
| EF | Array containing values of dimensionless mass transfer coefficient for each element in a segment. |
| ENTDIS | One-dimensional array which stores distances to be plotted as abscissas. |
| FARPLT | Temporary storage array for distances from marina entrance (used for plotting concentration distributions). |
| FIRST | Logical variable indicating whether first section of subroutine RIVER is to be skipped. The first section is skipped during all except the first call to RIVER. |
| IDUM | Dummy time step index. |
| IPLOT | Array containing tidal cycle numbers for which concentration distribution plots are to be generated. |
| IPRINT | Array containing tidal cycle numbers for which concentration information is to be printed out. |
| IPTST | Array containing number of points to be plotted for each tidal phase of a plot frame. |
| IR | Number of hours in tidal phase being run, equivalent to a single value of ITREP. |
| IRNIT | IR * NIT |
| ITREP | Array containing the number of hours in each of the four tidal phases. |
| IFLOW | Indicator of the state of the tide. |
| IT | Time step index |
| ITM1 | IT - 1 |
| MinPut | Segment number into which there is a continuous pollutant discharge. |

MMAXI The number of one-dimensional segments,
MMAXP1 MMAXI +1
MNEXT Temporary storage of the number of the next main channel to be printed out in output.

MPLT Array containing aequence of segments within which concentration distributions are to be plotted.

NCYCLE
Total number of tidal cycles to be run.
NEL Dummy variable equated to values of NMAX in subroutine RIVER.

NIT
Number of time steps per hour.
NITM1
NMAX

NM
NPASS1
NPASS2
NQ
NQM

NSTEPS
NT

PERCNT
PLOTIT
PRT

QI

NIT - 1
Array containing the number of elements in each segment.

Temporary storage for single values of NMAX.
Printing control numbers, Zero value causes printout.

Index of pollutant or pollution parameter.
Number of pollutants or parameters. Dimensions allow maximum of three.

Number of time steps in one tidal cycle
Temporary storage of number of elements in segment.

Percentage of injected material ( $\mathrm{NQ}=1$ ) flushed out.
Logical variable indicating whether plot is desired.
Logical variable indicating whether printout is desired.

Volume of flow through seaward end of a segment during one time step.

| QO | Volume of flow through landward end of a segment during one time step. |
| :---: | :---: |
| STORE | Logical variable in main program indicating whether or not plot data is to be stored. |
| SUMQ | Total volume of flow out of entrance during one ebb tide. |
| SUMQC | Total amount of pollutant carried out through entrance during one ebb tide. |
| SUMSEG | Summation of lengths of segments used in plot routine. |
| TOTSLG | Total amount of pollutant injected. |
| TR | Array containing distances travelled by the midpoint of an element during one time step. |
| TRANS | Mass exchange between fluid elements during one time step. Computed by subroutine DIFUSE for each element boundary. |
| V | Volume of fluid elements |
| VEL | Average longitudinal flow velocity along a segment. |
| VOL | Initial segment volume, computed in first section of subroutine RIVER. |
| X | Distance in longitudinal direction. |
| XE | Length of an element |
| XL | Length of a segment |
| XPLOT | Distance coordinate of fluid element from upstream end of its segment. |
| YMOST | Maximum concentration (ordinate) of a given plot. |
| YSCALE | Vertical scale for plot |

A number of library subprograms are used to instruct the University Computing Co. . Inc. digital incremental plotter at USC's computing facility. The names of these are listed below for clarity:
PINIT Writes user identifier on plot.
CHAR Writes alphameric character strings.
NUMPLT Writes numeric characters.
AXIS Draws, annotates and labels axes.
PLTLN Plots straight lines between two specified points.
SCALF Sets scale factors.

VECTOR Plots series of points contained in two one-dimensional arrays, linking with straight line segments.

RESET Resets offsets and scale factors to zero.
ENPLT Ends plot.

NUMERICAL StUCY OF POLLUTANT TRANSPORT PROCESSES in ESTUAFIES EHICH MAY GE APPAOXIMATED BY A ONE-DIMENSIONAL GECMETRY.
management program
THIS PROGRAM IS ADAPTED FRGM THAT OF H. FISCHER (MARCH, 1970)
HIS RIVOUAL SUBROUTIME IS COUPLED DIPECTLE TO THE CCFAN
the necessary as gumption is that the concentrations of darameters in the ocean remain constant

- REOUIRED INPUT INPGRATION IS GIVEN EELOE.....
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```
    ATL FACTGFGOCO
    XCEIG=2.0
    YTMIG=1.0
    C& IN\GammaPRT=1
    INEPLT = 1
    10 CCNT INtJF
    PFT F FFALSE.
    IF{ICYCLE NE IPRINT(INDPRT)\ GO TO IS
    PRT = TRUE.
    INOPRT =1NDPRT +1
    15 CDNTINUE
    PLOTIT F FALSE.
    IF\ICYCLE *NE, IPLOT(INDPLT\) GO TO z0
    PLOTIT = TRUF.
    INDPLT = INDPLT +1
    20
    OO MAJOF = 1,4
    Ik = ITRFP(mmJDR)
    G[) T0 ( 30,40). IFLOW
```



```
    IF TIDT IS FLODDING, PAPAMETER CONCENTFATIONS AT QIVEA ENTRANCF AGE
    is CALLEO.
    IF THE TIDE IS EREING. THE RIVER SUBROUTINE IS CALLED WITHOUT ANY
    30 00 31 NO = 1. NOM
    DO 32 I = 1.IF
    31 CPASS(I,NO)= CGIVEN(NO)
    CALL PIVFO
    IFLCW = ?
    50 TO 50
    40 CALI RIVEF
    IFL\Gamma:% = 1
    SO CGNTINUE
C=-=---
c
```



```
    ON 190 NO= 1. NOM
CMLL EESFT
C
    FIND MAMIMUN' CDNEENTRATION FCP THIS CYCLF.
    YMIST = CCNPLT(L,I,NO)
    DE 100 NAJOF=2,4
    I5TOP= INTGT(MAJOF,
    I\cap 100%=1.ISTOP
    IF(CONPIT(T,MA JJFI,NO} ,GT. YNOST) YMOST= CONPLTII,MAJOF,NOI
    100
    GrNTIMNIN
    DIV = 1.0
    ilVEAV - 1.5
```





```
    01V = 10.0
    DIVGAV=DIVEAV*10.0
    G6 T.J 101
    102 ICHAL = YMCTST*10.0 + 1
YAXTS = ICHAF NIVSAV/IO.0
    CDPBUTE SCALF FACTISR
    YECALEINOI=10.O/YAXIS
    1C5 CENTINUF
    CALL !PIGIN(xrFIG, YOPIG, -1)
    CALL CHEFI2,C, 11.0, O.O. 0.2. NEENCFHTRATMON OF 1, 17)
    Dr.110 I = 1.3
    OECIII= DAFAN(NO*[1
    GALL CHMt,{5.4.11.0.0.0.0.2, OE S.1?)
```





```
    *ICYCL = ISYCLE
```






```
        OD IF N= =1 ICHAR
        YTIC = N * 10.0/ICHAR
        YAUM = N*DIV5AV/10.0
        CALL NUMPLT(0.4.YTIC.0.0.-0,1,YNHM,1)
    115
```



```
            1.1.0.0)
        DO 129[年 2.14.2
        XTIC 3, 2,0%(N-2)
        XNUM F'$000%O# (N-2)
    120 CMLL MHmPLT\XTIC,=0.2.0.0.00.1. YNUM,O}
    AT THISGOLNT THE PLGT FRAME.IS SET UP. NOW SET SCALE FACTORS MMD
    PLGT ICCURVE FOR EACH PHMSE.
    YSC = YSCALECNOS
    CALL SCALF(0.002.YSC.1)
    TRANSFER FOR IMMEDIATE PLOTTING.
    MajOR = 1
    15TOP= IPTST(MAJOR)
    DO 122 I = I. ISTOP
    ENTOLSIE: = FARPLT(I,MAJOR)
    122 CONGIIMF CONPLT{I,MAJOP *NO\
    CALL YECTOR (ENTOIS,CONC,ISTCP,1,4,"1:|
    maj口R=2
    ISTOP = IPTST(MAJOR)
    00124 I = 1. ISTOP
    ENTDIS{I}= FARPLT\ITMAJOR)
124
```



```
    MAJOR = 3
    ISTCP= IFTST(MAJOR'
    TH126t=1:ISTOP
    ENTCIS(I)=FARPLT(1,MAJOP)
126
    GALE VECTOR (ENTDIS,CONC,ISTOP.1.4."3"I
    MAJOR =4
    ISTOP= [PTST(MAJOR)
    DO 12G t = = ISTOP
    ENTDISII: = FARPLT(I,MAJOR)
12& CONC(I) = CONNLT{T,MAJOR,NOJ
    CALL YECTOR (ENTDIS.CONC,ISTEP,1,4,14,)
    CALL RESET
    XRRIG = XORIG + 20.0
190 C[NT INUE
    IFIICYCLE FO. NCYCLE, GO TO 6O
    ICYCLE = ICYCLE + I
    GC TO 10
    60 IF(.NDT, STDPE) GO TO 200
        KEND = XORIG +10.0
        CALL ENPLT(XEND.0.0)
        WFITE(6,195)
I95 FORMAT&'PLET GENERATEO. END DF GUN.*)
    STOP
200 WFITE(6.210)
210 FOQMAT(' END LF PUN.')
    ST]P
    END
```

    「じにく NATA
    
LCGICAL FIEGE. PET, PLTYIT. STOMF




V(20.30)
CATA C.9I/2400*0.0,22*0.0/
DATA CI. CO /EB*O.0.80*0.0\%.V/EOC*0.0\%
COMMON/CノOIFHI(20),DIFLO(20)
DATA DIFHI.CIFL $7 / 20 * 0.0,20+0.01$
COMMON/RIVB/ NCSLUG. IHFSLG, MSLUG, NSLIJG XSLUG,NTT, SUMEUT, PERGNT
DATA SUMJUT/0.0\%. PERCAT $10.0 \%$


1
$? ~ M P L E T(20), ~ I P T S T(4)$
$?$
DATA XPLOT/600*0*3/* FARPLT/19BO*C.0/. GONPLT/3240*O*O/.

2 PLETIT, STMRE/*FALSE**FALSE./
FND
surifurtide river


(CUMFN,


"E" - WTDTM GF I-D SFGMENT AT WATEP SIPFACF DIMENSTONFD (MI ONSTEPS)
"H" - MFAN CEFTH TF 1 -D SEGMENT. CIM (MI,NSTEPS)


- NMAX, -NGMPFP OT FLEMENTS IN SLTMENT.DIM(MI)
-XL, -LFAGTH TF A SEGMENT
*V. -vOLUNE CONTAINED IN AN FLFMENT
-C. - C.JNCFNTRATIMN IN FLEMFNTS. DIM(MI. $30 . N O M)$
-OI. -VII.UNE TJF INFLOW INTG SEAWAFD END GF SEGMENT
-UD: -VCLUNE DE EUTFLOW FFTM LANDWAFD END DF SEGMFNT
-GI' -CONGE NTRATIUN OF CUTFLOW FROM SEAWARD END OF A SEGMENT
-17 -TIME stio thDEX
- CNEDE - AVEFLGE CCACENTRATILN DF ALL INFICOS INTO THE NODE AT The UCSTFEAM END JF A GEGMENT

- CNEAS. -COHCENTRATION EF THIS EXTFFNAL FLO*.

THIS RLIEGF CINTAINS THE INFUFNATIGM FBE CENTINUOUS DISCHAFGE OF
EOLITJGNS or UP TU FIVE CIFFFFFFN LCCATICNS

Of CONTINUCIS DISCMARGF.
-MINPIIT - THE CEGMENT IN WHICH SITE OF CENTINUDUS DISCHAFGE IE
- XADT: -DISTANC: DOWNSTGEAN FRCM THE LANEWARE FND DF A SEGMFNT TO THE POINT DF CONTINUOUS DISCHAFGE.
-adi: -vClume of sclution pfr timf step adoro as continuous
- CaDe: -COMCENTRATICN DF SGLUTICN IN PPM

GOMMON/RIV 3/ NCSLUA, IARSLG,NELUG,NSLUG* XSLUG,NIT, SUMOUT, PERCNT
THIS RLOCF CONTAINS SLUG INPIT INFOPMATION
VAFIABLFS D 三FINE IN UMAIN"
CCMADN/FIVL/JETART(3), JEND(3), JM(3), JN(3H. XINT(3), JNQ(3). VINT(3).
1 C(NT(3)
THIS BLOCK CETTAINS SHORT CONTINUNUS INPUT INFORMATION

CCMMON/C/DIFHI(20), DIFEG(20)
COMACN /HA(20.25), ADN(20.25)
-hat - mean depth in a segment, at hiurly intervals (computeo by
-REG* - MFAN WIDTH DF A SEGMFNT (CDMPUTED BY HYORO. PRGGRAM).


- PLitit. STaFt, lifs(al, YSCALr(x)


FJFST $=$ FALSF.
TOTSLG = 0 0
PEAD\{E.100; NIT.NPASSI NPASE?
100 FDFMAT(3I5)
*NIT" NUNEEF D=TIME STEPS PER HOUR M WINIMUH IS 2. DINFNSTONS

FEADIS:101)(OMEAS(M), M=1,MMAXI)
101 FOFMATY1OFR.01
WRITE(5.102)
102 FDPMATI//, GIVEN DISCHARGE INTO UPSTREAM END DF SEGMENTSHEUEFTET
1TIME STEP: 11
wRITE\{6.101](GMEAS(M). M=1. MNAXI\}
DO 103 NOxi NOM
103 READ(S.101i(CMEAS[M,NQ) M二1 MMAXI)
DO $1041=1.5$

105 FGFMATII5+2F10.0.3FI1-2
WRITE(6.106)


CTAEENTRATICPS(NO) = - - - $\rightarrow 1$


```
        Dn 10% I=1.5
```



```
    10E FOHMAT(15,2F1F.0. {F15.51
        GE Tj 145
    142 WPITE(6;143)
    143 FOFMAT(/%: MONE:%
    145 READ(5,110) NCSLUG,IHRSLG,MSLUG,XSLUG,NOSLUG,VSLUG,CONSLG
    110 FORMAT(3I5.F10.0.13.2F15.5)
        WRITE(6,112)
    1L2 FOPMAT(/,** sLUG CONCENTPATION [NPUT')
        IFINCSLUG EO. O) WRITE(G,113)
    113 FCFMAT(//:" NONE')
        IF(NCELUG *NE. O) WRITE(G.114) VELUG*(FARAN(NOSLUS:I),I=1,3),
    1 NCSLUG,IHRSLG*XSLUG.MSLUG
```



```
    IOF:JA4,* IN TIDAL CYCLE *,I3,* DURING THF LAST*,*,' TINF ETEPGF
    2 HDUR 1,I,, [FFTHE 25 HOUR CYCLE. THE LOCATIGN FF THE INJFCTION
    3IS',F10.0," FT. OOWNSTREAM DF THE,,/," LANLWARD END CF EEGMENT*,
    4.I3;',*)
    G READ SHORT CONTINUDUS INPUT INFORMATION HERE
        DO11B I = 1.3
    11& READ(5,II9) JSTART(II,JENC(II*JM(I), XINT(I),JNO(I),VINT(I),CINT(I)
    119 FO&MAT(3IS*F10.0.13.2F1O.0)
        WRITE(6.120)
    120 FORMAT(/H/+ RONTINUCUS CONCENTRATION INPUTS SUSTAINED FDR ONE OR
    IMCRE TIOAL.CYCLES . * . ")
```



```
        NO= JNO\I)
```



```
    IVINT(II, GINT(I)
    122 FOFMAT\//., THEPE IS A CENTINUCUS INPUT OF '.JA4.", 1,F10.0." ET.
    IDOWNSTREAM OF THE LANDWARD ENC OF SEGNIFNT",IS****,/,'EEGINNING IR, 
    2 TIDAL CYCLE*,IS," ENDING IN CYCLE',I5,", THE VOLUME OEF HOUR IS
```



```
    125 CDNTINUE
    IFIJSTART(IV EO. O .ANDE JSTART(2) FO. O *AND. JSTART(3) EEQ* OJ
    1 WRITE(6,126)
    126 FORMAT(%), NONEM'
    READ(S:132)(NMAX(M), XL(N),MA(M), 4B(M),MC(M) ,MD(M),M=1,MMAXI)
    132 FOPMAT(12,F10.0.413)
C
C
    DIEOFF(NQ} = EXP{-DECAY{NO)/(NIY#24.0)}
    WRITE{6,134)(EIEQFF(NO). NO=1,NON\
```



```
    WRTTE(6.135) NIT
135
    DETERMINATION OF SEGMENT SEOUENCE FOR PLGT ROUTINE.
    M = 1
    MO TI I=1.6
    MPLT(I)=M
    H = MD[M]
    71 CONI INUE
    72 CONT INUE
C
C
    READ THE WIDTHS AND DEPTHS OF THE ONEDDIMENSIGNAL SEGMENTS FEA
        EACH HOUR DF THF 2S HR CYCLF. THIS INFT GOMJUTFD GY HYOFR. PROG.
    D0 137 1T=1,25
    DO 137 MEt , MMAX1
    137 READ(5,138) HA(M,IT), RDN(M,IT)
138
    FORMAT(2F10.0)
    THE STATEMENTS FROM HERE OOWN TO LABEL *ISO' INTERPOLATE BETWEEN HOURLY
    DATA GN THE SEGMENT WIDTHS AND DEPTHS. THIS PPOVIOES HIM.ITI AND GIM,ITI
    AT EVERY TIME STEP, IT.
    NSTERS E NIT#2S
    DO 150 H=1 . MMAX1
    ITEMP = 0
    DO 139 IT = N1T, NSTEPS, NIT
    ITEMP= ITEMP * 1
```



```
    B(M,ITB-BDN(M, ITEMP)
    139
    BH(M,IT: = Q(M,IT) & H{M,IT\
    NITMI = NIT - - 
    00 140 ITT=1,NTTM1
    B{M,IT\= = {M,NSTEPS\* IT*{E{M,NIT\ = E{M,NSTEPS}I/NIT
```




```
    00150 I % 1. 24
```



```
    IEND=\\#NIT**NITMI
    CC I50IT=IPEIEND
```




```
    150 H(M+IFI= EH(M,IT)/E{(M,IT)
```



```
    IF(NDASS1.N: 0) GO TO 15e
    DP 1LEM M = 1.mMAX1
    MFITE(F,1E?) N, XI,(N), MA(M), NH(N:), MC(N), M'tMH,NMAX(N)
```




```
    153 FORMAT(SX, DHPTH AND WIDTH OF THIS ERANCH eT EACH HRUJF ARFII
    *RITE(E,154)(H(M,IT),Q(M,IT), IT= NIT,NSTEPE,NIT)
    154 FOKMAT(6{EX,FE.?,F1O.4.4X))
    15E cont INuE
    15% CCNTINUE
    WRITE(6,159)
    159 FORMAT(1H1)
C
    THE STATEMFNTE DOWN TD LAREL 170 COMPUTE THE VRLU*! DF ESGH SEGMENT
    AND DIVIOE IT INTO STARTING FLEMENTS.
    DO 170 m=1, MMAX1
    VOL = BH(M,NETEPS)* XL(M)
    V(M,1)= VCL/AMAX(M)
    NT = NNAX{M)
    DO 165 N=?, NT
    1&5 V(M+N)=V(N,1)
    170 CONTINUS
C
    MMAXP1 = MMAXI + 1
    OI(MMAXPI) = C.O
    IT =0
    200 CONT INUF
    IRNIT=1R*NIT
```



```
    OD 500 IDUM=1;IRNIT
    ITEMP= (IDUM-IT/NIT +1
    MMAXPL = MMAXI * 1
    DO 202 NO=1,NOM
    202 CNODE(MMAXPI*NO)= CPASS(ITEMP,NO)
            IT = TT+1
            IF(IT .GT. NSTEPS) IT=1
            ITM1 = IT - I
C IFIIT EEO. I) ITMI = NSTEPS
C FOR EACH SEGMENT, CALLL SUAROUTINF MAP. RETUGN WITH FLOW AND CONCENTAATID
    INFORMATION, CNCDE, OD, AND OT FDP SEGMENT M.
    DO 205 M=1, MMAXI
    C 2OS CALL MAP (M,MA(M), MA(M), MC(M))
C NT = NMA X(MMANM)
    CC 211 M=1.4NAXI
    211 VEL(M) =.5*(OC.(N)+OI(M))/RH(M,IT )
C IF TIOE IS EFBING. ANO FLOW IS DUT TIF SEAMARE ENO OF LAST SHGMENT, THEN
    GONGENTRATION AT ENTPANCE NDDE EOUATED TO CINCENTGATITN OF LAST ELFMENT
    OF LAST SEGMENT, FOR EACH PARAMETFR.
    IFIIFLOW.NF. & *ANO: OI(AMMXI) GT: 0.0) GO TO 209
    207 DO 20B NQ=1. NOM
    208 CNODE(MMAXPI,NO) = C(MMAXI,NT,NO)
```

$c$
$c$
$c$
IF THIS IS THE FIRST TIDAL CYCLE AND IF NPASS2=0, AND IF THE TIME
VALUE IS MN HOUR HULTIPLE, FLOM INFORMATION WILL PE PRINTED.
IFIICYCLE.EQ.I-AND.NPASSZ.EO*O.ANO.IT/NIT*NIT-EQ.ITI GO TO 210
60 TO 218
210 GONTHAUE
WRITE (6,212)IT




215 FDRHAT (/E'HIGHAND LGM VAL UES OF THE ADJUSTED DIMENSIDNLESS DIFFU
1GION COEFFICIENT FDR.EACH SEGMENT, IN FAIAS . . \%

LO $216 \mathrm{M}=1$, MMAXI
OIFLO(m) $=0.0$
216 OIFHI(M) $=0.0$
218 CONTINUE
のロロロ
FOP EACH SEGMENT, CALL SUBROUTINE RPANCH. THIS ECUTINE NOVES VOLUNT:
ELEMENTS TG ACDUNT FOR THE FLGWS CFTFRMINE IM SUBFRUTINE MAP. THE
NUMPER EF VOLUME ELEMENTS IN THE SFGMENT M (NMAXIM) G YAY INCFFASE
*

```
CGFEGEVAE* H-pF.
```



```
    CELL &,DANCH{M,MD(M)|
    ?PO CCNT INUE
    FGR CACH SEGNFNT, CALL SURROUTINF, LIFUSE, THIS RCUTINE ADJUSTS ELEMENT
    CONGEATFATIINE TG ACGCMPLISH DIFFUSIVE STEP. RETURNS WITH THE ASJUSTED
    ELEMENIT CINCFNTRATIGNS. INCLUOES PROVISIGN FOR GOMRINING VERY SMALL
    FLEMFMTS
    OD 250 m=1+NMAXI
    OALL DIFUSE(M)
    250 GONTINUF
    ADD INOUT OF HATER OUALITY PARAMETERS AT (UP TO 5J DESIGNATED POINTS
        OT 255 I=1.5
        MTEMP = MINFUT(1)
        IFIMTEMP EO. O\ GO TO 255
        #TENF = NADN(I)
        OM >5? NO=1.NOM
```




```
        TETGLG=TOTSLE + ANT(I)*CADC(I,MO)/1000000*
    25E CONTINHJ
C
    ALD SLUG INJFCTJON IF SPECIFIED EY NCSLUG NET EGUAL TU ZEFO.
    SINGLE SLUG TNJECTINNS USED TG DETERMINE THE FLUSHING TIME CONSTANT.
        IFIPCSLUG *NE ICYCLE)GO TO 27O
        IFIIT/NIT,NE. IHRSLG OR. IT/NNT*NIT .NE.ITJ GO TO 27O
    251 C(MSLUG,NSLUG;NOSLUG) = (C(MSLUG,NSLUG,NOSLUG)*V(MSLUG;NSLUG) *
        1 CONSLG*VSLUG)/(V(MSLUG *NSLUG) + VSLUG)
        TQTELG = TOTSLG + CONSLG*VSLUG/1000000.
    270 ERNTINUE
    C END DF SLUG INJECTION STEP
C
    SMCRT CONTINUCUS INPUTS ADOED HERE
        D7 290 I=1:3
```



```
        1 JEMD(I%) GO TO 290
            M = JM(I)
            N= JNTt!
            NO=JNO(I)
```



```
            V(M,N) = V(M,N) + VINT(I)
            TOTSLG = TOTSLG +VINT(I)*CINT(I)/IOO0000.
    290 CONTINUE
    FND DF CENTINUOUS INPUT STEP
    300 DO 360 M=1, मMAM1
            NT =NMAXIMI
            DD 360,N=1,NT
            OD 359 NO=1,NOM
    358C(M,N:NO)= DIEOFF(NO) EC(M.N.NQI
C
    AT THIS POINT, SPECIAL INSTRUCTIDNS MAY EE INSERTED TO REPRESENT CHEMICAL
```



```
    360 CONTINUE
    IF THE TICE IS FLOOD* SKIP DOWN TO LAGEL 500. IF THE TIDE IS EBQ.
    FIND THE CONCENTRATION OF FLOW FROM THE RIVER TO THE GCEAN.
    IF(IFLOW ,NE, 2) GO TO 500
```



```
    SUMO =0.0
    DO 405 NO=1.NOM
    405 SUMDC(NO) = 0.
    410 SUMO = SUMO + OI(MMAXI)
    DO 415 NQ=1.NOM
    415 SUMOC(NO) = SUMOC(NO) * OI(MMAXI) * CI(MMAXI,NOX
    IF(GIDUM/AITH#NIT *NF. IDUM) GE TO 500
    DO42F NO=1,NOM
    425 CPASS(ITENP,NO) = SUMQC(NOI/SUMO
C CALCULATE TJTAL AMDUNT OF INJECTFD MATERIAL REMAINING IN THE SYSTEAE
    CHECK = 0.0
    DC5:M = 1, MNAXI
    NF:L = NNAX(M)
    DN S1 N = 1,NFL
    5& CHETK=CHEC* +(V(M,N)*C(M,N,1))/10090000.0
```

```
        P#RCNT = 100.G-100.O*CHESK/TOTELG
    EUO CONTINUE
```



```
    wRITE{6.502j MAJOR.ICYCLE
    SOR FDRMATGIHI,' CENCENTRATIONS IN THE RIVER; MT THE ENT. GF PHASE *.
```



```
            M1=1
    505 M2 =0
            *3=0
            MHEXT = MD{M1)
            IF(MNEXT-EQ.0; GOTO 509
            *2 = MC(MNEXT
            M3 = MPIMNFXT
    509 CALL XPPNTIM1*ME M3)
            IFIMNEXT &EO* OS GO TO GOO
            M1=#NNEXT
            IF(M1 LT. MMAXPI) GO TO 505
```



```
    510 FORMAT\///:* AVERAGE CONCENTRATION OF PARAMGIJ IN FLOW INTO MCEAN.
            1 EACH HOUR",//*,BGI5.4I
            IF{HAJOF ,EC, 4)#RITE{6,520?PERCNT,TOTSLG
    520 FORMATI/%.' PERCENTAGE OF SLUG INPUT FLUSHED OUT SOFAC IS'.
            1G12.4,",TOTAL INPUT SO FAR IS:.G12.4."CU,FT.*)
    700 IF(.NOT. PLOTITS RETURN
C
                    PLOT DATA STQFAGE OCCURS HERE.
            SUMSEG = 0.0
            I =0
            00 740 k = 1.6
            KINV = 7-K
            M=MPLT(KINV)
            NM=NMAX\M)
            DO 730 J = 1.NM
            I # 1 + 1
            (PTST(MAJCP) = I
            JINV = NMAX(M) + 1 - J
            FARPLT (I,MAJQF) = SUMSEG + XL{M) - XPLOT{M,JINVI
            DO 730 NO=1. NOM
    730 CONPLT(I,MAJCF,NO) = C(M,JINV,NO)
740 SUMSFG= SUMSFG + XLIM
C DATA STOPAGE COMPLETED FOF THIS PHASE
    RETURN
    FNO
```


(

3 V(20.En)
COM.

-T $=V M A \times(M)$


20 (M) = 3.6
$\therefore=16$ No=1, AO


```
            IF(JI(M) -LT. (.0) GG TO 200
c
```



```
            01(32) =0.0
    DC 40 NO=1.NOM
    40 CI(2, NO) NO) = CM:O
    OC(M)=OITM1)+ OI(M2) + QI(N3)
    OI(M) = (FHTM,IT, MH{M,ITMIT)*XL(M) + OC(M) - OMEAS(M)
    VOLEL = GH(N,IYM1) * XL(M)
    IFfOC(M) ,GE, VOLELJ GO TO 3EO
    IFG OOIMM - C% - VOLELI GO T0 390
    OO CONTINUF
C
    1F(00(m)) 2Ct. 200. 150
    100 CJNTINUF
            VML}=0.
            DO 11C I = 1.NT
            N=1
            VCL = VOL + V(M,N)
            IF(OC|mj.LT- VOLS GO TO 120
    110 CNNTINU:
    120 Ot 140%O=1. N.2M
            Sum = 0.0
            IF(#, En. 1) &OTC TES
            O3130 NTFNOC=2,N
    130 S1NM = GUM + C(M,NTENO-1,NO) V(A1,NTEMP-1)
```



```
            IE(CE(M,PO) :1T. O.C)WPITE(E,137) COIN,NGI,M,IT
```



```
    140 CEATINUE
r------------------------------------------------------------------------------------------
```




```
    &\mp@code{MTTM||F}
```



```
    R&MWV=I
    N=NTT+1-MI*JV
    VITL = vrLL+V(N,N|,N
    ff(-OJ(*)*LT*VLL) GTT TM 23C
    200 crutanu
    230 50.300RO= 1, Mom
    sum=7.0
```



```
    O34C MTV*I = 3,NINV
```




```
250 {TNT\FWJJ
```




```
    \\=\{{战}
    :* = rif!m? 
    O& = OT(M)
    1F(0, *T, r:+0) OL=c.0
```




```
    IF(OA & LT, O.EJ?4=0.0
```







```
370 ,2- T|F"#
3.0 COTTMEIPS
```





```
    Sir"
```



```
            COMm(N/TVI/ F(2C,250),H(20,250), RH(20.250),NMAK(20).XL(28).
```



```
    ICUM,IFNIT,CG(20,4), CNODF(20.4),OMEAS(20),CMEAS\20.4),VEL(20).
    3.v(20.70)
        C-m"IN/COT,CTI /NON, DARAM(4,3). DECAY(4)
            NT = VMfX(NM)
            IF(OL(M)) ; CO.*)0,200
                            MGV: AN TLFMFNT THTO UPSTREAN END OF SEGMENT M.
c
    1TG CONT IMIN
            [C 11O N:=1,NT
            NINV=R,T+1-N
            V(M+Ni+fV+1)=V(M,NINV)
            OD 110 NQ=1,NOM
    110 C(M+NINV+1,F'n)= C(m,NtNV,NOI
    NT = NT + 1
    V(M,1) = - OC(M)
    DO 12C NO=1,NOM
    120 C(M,1,NO)=CNOCE(M,NO)
    GO TO 300
    MCVE ELFMENTS OUT OF UPSTREAM END. ......
    200 CONT I NUF
    VOL = 0.0
    DI 210 I=1,NT
    N=1
    VOL = VOL + V(M,N)
    IF(nG(M) .LT. vOLI GO TO 220
    210 COMT1NUT:
        WrITF(G.215)N,IT
    21S FJFMAT(' ALL ELEMFNTS USED FRF GCIMM) UPSTFEAM, SUB. RRANCH, M m ',
    1 12.1TIM: ETFP = ',14)
    220 V(M,N) = vel - OO(M)
            OO 230 NTFMP =N,NT
            OD(M,NTEMP-N+1) = V(M,NTEMP)
            DO 230 NO=1.NOM
    z30 (i(M,NTENF-N+1,NO) = C(M,NTEMF,NQ)
            NT = NT-N+1
    3CO IF(GI(M) 4, 400, 60O.500 DOWNSTFFAM FND OF SEGMENT M.
    40O CDNT I NUS
        VKL= 0.0
        DO 410 N:NV=1,NT
        N=NT+1-NINV
        VCL = VIL + V (N*N)
        IF((-01(M)) .l T* VOL) GC TO 420
    410 CONTINUE
```



```
    415 FOGNATG"ALL ETCMENTS USED IN,NAKI
    420 V (M,N) = VCL + O1(M)
        NT=N
        67T1600
        MTVE AN EITMINT INTG THE COWNCTM&AKM FRN OF gEGMEN:T M.
    5%O V(M,NTT+1)=O!(N)
```










```
    NT=MT+1
    fno contimu-
    NMAX(M)=NT
```



```
    750 F&TMIFM
    =*\
```

```
    EUBROUTINEDDIFUSE(M)
    CDMMON/ALE/MMAXI,IR,MAJOR,ICYCLE,PFT,CDASS(9,4),IFLIIW,FIRST
    COMMON/RIVI/ E(20,250),H(20,250), EH(20,250),1MAX(20),XL(28),
```



```
        DUM, IRN1T
            CCMMON/RIV2, NADD(5:. MINPUT (5), XADO(5), MDD(5): CADD(5,3)
            COMMON/RIV3/ NCSLUG. IHRSLG,MSLUG.NSLUG,XSLUG.NIT, SUMOUT,PERGNT
            GOMMON/RIV4/JSTART(3),JEND(3),JM(Z),JN(3), XINT(?),JNG(3),VINT(X),
CINTT3J
    COMMON/CONSTI /NOM, PARAM(4,3), DECAY(4)
    COMMON/D/DIFHI(20).DIFLO(20)
    COMMON/PLTC/XFLOT(20.30), FAPPLT(270.4), CONPLT(270.4. 3).
    MPLT(20), IDTST(4), ENTOIS(270), CUNC(270), SUNXL, IPLOT(20),
    2 PLOTIT, STORE: DES{41, YSCALE(3)
    OIMENSION X(30),EFOR(30)
    90 CONTINUE
    NT = NMAX(N)
    IF (NT.EO. O) GO TO 500
    NTMl=NT=1
    NT2=NT*2
```



```
    DO 100 N=1.NT
    XE(H)=V(M,N)/EH(M,IT,
    100 IF(XE(N).EO. 0.O) XE(NJ=XL(M)/19(000.C
    M(11=-5*XF!1)
    IFINT.EO. 1) GO TO 11S
    0% 110 N=2,NT
    110 X(N)=.5*(XE(N-1)+XF(N)) + X(N-1)
    I={NT.GT.10..AND.(XL(M)/NT).LT.(T(M,1T )*.33.3)) G5 TO 700
    1F((xL(*)/{x(a)-x(1))).GT.NT?) GL TO 300
    IF(iXL(M)/(X(NT)-X(NT-1)|). TOT. NTE) GO TE.400
    IF(NT.GE. 2g) GO TO 700
C
    115 CONTINUE
C
    ON 150 N= = 1,NTM1
    TR IS DISTANCE TRAVELED GY MIPPDIRT CIF AN FLEMFNT DURING tNF TIME STEP.
    IT IS CDMDUTEF AS THF ADGOLUTE VALUE CF, & * GVELRCITY AT UPSTTEFANA
    END OF SEGMENTI*IOIST. RF FLEMGNT EFCMTHISEND AS FKACTICNTF XLI
```



```
    FRACTICN LF Si GMINT L&NGTH) . * *
    TF(N)=ABS(P*O*(OR(M)*X(N) + OI(M)*(XL(v)-X(N)))
    1/((QH{N,IT) + TH(M,ITMI) )*XL(N))I
```





```
    USTMG THE CHETY FOUATION. THIS #rCCM=E....
    EL=4C.0 * N * 「**(5.0/t.0) * 1)
    N = MLNNINGFIICTICN FACTIF = .1,DC
    O= WATFF DEPTH
        U = Tr!al velority
    THF DIMFNEITMLESS MASS TPANGFFR GOHFFFISIENT IS......
```





```
    FF(N)=13.5*H(M,TT)**(5.O/G.C)*TF(N)/((X)(N+1) - X(H)
```









```
    C?1, AL けと
```





```
        V(20.30)
```



```
    DO \(5=1.3\)
    5 P\{1) = TPUE.
    NT(1) = NMAXIME:
    NT(2) \(=0\)
    NT(T) \(=\)
```



```
140 IF M M PEO. O AND. M3*EO.CI GO TO 111
    IFIM3,EG. OI GO TO 112
110 WRITE(6.10 M M , H1 +M2
```




```
        GG TO 14
111 IF (M2, FO O O) GE TC I 11
IIe wRITE(6.1i) M1.M2
```




```
        GOTJ 14
```



```
    1/1
    \(14 \mathrm{~N}=0\)
    \(15 \mathrm{~N}=\mathrm{N}+1\)
    OO 20 1=1,3
    20 IFIN GT. NT(I)) PII)=,FALSF:
```



```
        if(P(3)) Gn Tr 210
        IF\{P(1)\| GO TC 220
        GกT:3 230
210 IF \((P\{1\})\) GO TF 240
    IF(niz) GO T[ 250
    WEITE(G,21E) XPRINT(N3,N), (C(M3,N:NO), NO=1,3 )
    GO TO 15
220 IF (F (2) GQ Tr 260
```



```
    GOTO15
230 WRITE(6,231) xDHINT(N2,N):(C(N2,N,NO):NO=1.3)
    WRITET6,
```




```
    1 (C(M1,N,NO),NQ=1,3 )
    GC TO 15
```



```
    \(1(C(M 2, N, N Q), N O=1,3\) )
    GC TO 15
```



```
    \(1(\mathrm{C}(\mathrm{M} 2+\mathrm{M}, \mathrm{NO}), \mathrm{NO}=1+3)\)
```




```
        Gの T T I E
EI1 FCEMAT(F7.0.1×,3G12.4)
```



```
231 FIPMAT (GBX,F7.0.1M.3G12.4)
```




```
261 FORMAT (A4K,F7,0,1X, 3G12.4,F7,0,1K, 7G12.4)
271 FDRMAT(3)F7* ©. 1X, 3G12.411
        END
```






2.737
2.454
$C U . F T$.

